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I. Nature of the Research Program

A. Background

The School of Industrial and Systems Engineering of the Georgia
Institute of Technology began to offer Operations Research/Systems Analysis
courses at the graduate level in the mid-1950's. A small number of officers
and civilians from the Department of Defense who were pursuing graduate
degrees in established areas enrclled in these courses. In 1969 the U.S.
Army develdped a core curriculum for a formal graduate program in OR/SA,
and selected Georgia Tech as one of the two civilian institutions for comn-
centrated use in meeting Army graduate educational needs in this area.

In 1972 the School was authorized to auar& a graduate degree in operations
research, MSOR. A number of joimt reviews have been made iu order to
improve the Army OR/SA program requirement. The latest was in November
1976. Sixteen Army personnel entered the program in 1969, and by 1973,
the program had peaked with 35 students in residence with approximate.ly
20 graduatinog each year. Since the mid-60's over one hundred officers
have received graduate degrees with heavy emphasis on OR/SA methodologies.

At present approxinstely 10 are enrolled in the program.

B. Thesis Activity

At the academic instructional level, methodological course work £s
closely interrelated with application and research aceivities., For nmost
Master's degree candidstes, the identification and definition of a thesis
topic of interest both to the student and to his research advisor requires
a disproportionate amount of time when compared with the course reguire-
ments or actual thesis reseirch. One of the imjortaat objectives %o be

realized in this progran is the development of readily available research
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topics relevant to Army needs and objectives and potentially interesting
to Army personnel, and to competent, involved research advisors. These
availabilities asre critical if the Army personnel are to complete an
acceptable thesis within the time constraint of the program.

During the 1960's and early 1970's a number of informal contacts were
made between students, faculty and Army agencies to generate relevant
theses research areas and reliable data sources. A host of agency "shop-
ping lists" for proposed theses were made available to Army students.
These efforts proved largely unsuccessful, and less than one-tenth of the
theses completed by Army officers prior to 1974 were related to Army needs
and problems. This situation was summarized in an October 1973 letter from
Dr. Wilbur Payne, then Deputy Under Secretary of the Amy, to Georgia Tech
approving the revised curriculum programs when he stated:

"1 was very interested in the comments you received from

the officer students in response to your Proposal Review memo-

randum. Of particuiar interest were their remarks concerning

the lack of adequate communication between the Arumy and stu-

dents, aad the resulting scarcity of appropriate military

relared thesis topics. This has for some time algo been a

concern of mine. I believe that something can be done to

improve this situation, and would be delighted to work with
the Institute toward that goal."

€. Coatract Support for Army Theses

The first Aruy sponsored research which supported Army graduate stu-
dents at Georgia Tech was pruvided under a contract from the Army Research
Office from January 1970 to 31 Harch 1372, Under the title of "A Research
Prograc in Operatioas Resazarch and Management Sciences," the scope of work
under this contract called for a general research progras with emphasis om
research, development ;nd engineering administration, and mathematical

programming theory and applications. Specific tasks required that Ceorgia

Tech:
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Coastruct, and find procedures for the solution of operations
research models in areas important to the Army;
Identify potential thesis topics and provide experience in
model building and analysis to participants in the Army
Operations Research Program;
Study the application of the models and procedures of military
oriented OR models to civilian life.
This contract was funded at a level of $40,000 from the Army Materiel
Command, and supported five Army theses as listed below:
"The Development of a Quantitative Model for Resource Allocation
within the Exploratory Development Category of the Army Materiel
Command," by John M. Grimshaw, Major, Iafantry

"A Model of a Mappower Training System with Applicatioas to Basic
Combat Training in the United Stated Army," by John E. Miller,
Maijor, Armor

"Maximal Funnel-Node Flows in an Undirected Network," by Duane D.
Miller, Lt. Colonel, Infantry

"An Analysis of the System Effectiveness of a Sequential Manpower
Training Model," by David S. Grieshop, Major, Artillery

"Maximal Flow with Gains Through a Special Network," by Anthoay M.
Jezior, Lt. Colonel, lufantry

As thedir titles reflect, three of these theses wvere oriented towards theo-
retical exteusions, and oaly two were directed at the application of theory
to solve Army problems. Consequently there ':i- £t%7] a need for a better
geans to bring together students, taculty, and Aruy agencies.

During the Fall of 1973 aad Spring of 1974 a nunber of conferences and
seminars were held between Georgia Tech faculty, students and Aray repre~
sentatives to improve the relevancy of thesis research. In June 1976 the
Army Materiel Systezs ;nalysis Agency coantracted to support three officers

during the year ending in the Fall of 1975. Since then the contract has
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been renewed annually, and supported research by five additional officers.
The AMSAA contracts supported the officer students by providing special
office space, leased computer terminals, and other logistic support at
Tech, TDY travel funds, and data sources within the sponsoring agency. In
addition the contracts also covered approximately 1/4 time salaries, over-
head and limited travel for faculty members for efforts beyond what would
otherwise be required for their faculty duties. Actual thesis topics were
developed between the individual student, the faculty and the sponsor to
assure both Army relevance and academic quality and are listed below:

"An Application of Multivariate Statistical Methods in

Developing Operational Usage Patternms for U.S. Army Vehicles,"

by Rand~.l B. Medlock, Captain, Infaatry

"An Analysis of Computer Algorithms for Use in Design of

Helicopter Control Panel Layouts," by Sam D. Wyman, Captain,

Armor

"An Application of Multivariate Statistical Techniques to

the Analysis of the Operational Effectives of a Military

Force," by James T. Baird, Captain, Infantry

"An Application of Time-Step Simuylation to Estimate Air

Defense Site Survivability," by James M. Rowan IILI, Capt ‘im,

Air Detense

*"A Mathematical Predictive Model of Arxm Strength," by
Rubert S. Lower, Infantry

“"Optimum Assignment and Scheduling of Artillery Units to
Targets,”" by Everett D. Lucas, Captain, Artillery

"An lavestigation of Aiming Point Strategies for Field
Artillery Against Area Targets,” by Lawrence Carl Petersonm,
Major, Artillery

"Error Budgeting Analysis for Tank Guanery," by James Shiflet,
Captain, Arcor

Shortly after award of the AMSAA contract in June 1974 negotiatioas
began with the U.S. Aroy Operational Test and Evaluation Agency to direct

the research efforts of Armyofficer theses research into the general

®Partially supported by Human Engineeriug Labs thru AMSAA




area of Decision/Risk Analysis applied to Operational Tests and Evaluation
with initial emphasis on complex command and control systems. Two separate
contracts were awarded in the Fall of 1974 in the following subject areas:
1. "Study to Evaluate the Results of Operational Tests and
Evaluation of Complex Command and Control Systems"

DA39-75-C-0095

2. "Application of Decision/Risk Analysis in Operational
Tests and Evaluation” DA39-75-C-0097

Literature search and-problem definition in the two areas began in
the Summer of 1974 even though the contracts were not awarded until December
1974. They were conducted on a parallel basis with strong interaction
between three faculty merbers and seven graduate students supported under
each contract. Frequent seminars and conferences were held throughout the
period until individual thesis topics were devslioped in Jaauary 1975.
After the Phase I briefing for OTEA at Georgia Tech in February 1975, the
individual officers worked independently with taeir own thesis advisor and
counittee until graduation in Jume 1975. A final summavy veport was made
by the faculty at OTEA headquarters in September 1975. This report in both
written and oral form discussed the problem, approach, and results of the
individual theses and presented results and recommendations in a wmore gen-
eral manner then that presented in individual theses vhich are cited below:

"A Comparison of the Applicsbility and Effectiveness of ANOVA

with MANOVA for Use in the Operational Evaluation of Comxrand

and Contrel Syste=s,™ by Thonss ¥N. Buranette, Jr., Captainm,

Infantry

"An Apslication of Fault Tree Analysis to Operaticonal Testing,"
by Gordon Lee Raankin, Captain, Signal Corps

"A Methoijology to Establish the Critficality of Atzributes in
Operational Tests," by Gary S. Williams, Captain, Arzor

"An Application of Multivariale Discrimirant Analysis and
Classification Procedures to Risk Assessment in Operational
Testing," by Edward D. Sis=s, Jr., Captain, Infantry
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"An Application of Simulation Networking Techniques in Opera-
tional Test Design and Evaluation," by E. L. Brown, Major,

Ordnance

"An Application of Bayesian Analysis in Determining Appropriate
Sample Sizes for Use in U.S. Army Operational Tests," ty
Robert L. Cordova, Captain, Ordnance

“Finding a Minimum Risk Path Through a Network Using Resource
Allocation Techniques," by Lawrence G. 0'Toole, Captain, Armor

At the conclusion of the first year OTEA contract in 1975 it became
apparent that it was impossible to clearly delineate work andev two sepa-
rate contracts from the perspective of literature searches, methodological
bases and student or faculty efforts. Conseguently, a new contract vas
negotiated for 1975-1976 under the broader scope of “"Stucies in Support of
the Application of Statistical Theory to Design and Evaluation of Opera-
tional Tests" with four independently developed tasks. Four theses
resulted from this research program, each devoted to a particular subtask.
They are entitled:

“An Application of Multiple Response Surface Optimization te

the Aunalysis of Training Effects in Operational Test and

Evaluation,” by Vernon ¥. Bettencourt Jr., Captaia, Artillery

YA Cost Optimal Approach to Selection of Experimental Desigas

for Operational Testing Under Conditions of Constrained Sample
Sif.." by Sam W. Russ Jr., Major, Signal Corps

an Application of Bayesian Statistical Nethods in the Deter-
mination of Sample Size for Operational Testing in the U.S.
Aroy," by Robert M. Baker, Captain, Infantry

"A Methedalogy for Determining the Pover of MANOVA When the
Observations are Serially Corvelated,” by Norviel R. Eyrich,
Captain, Artillery

An additional one year contract was awarded by OTEA on & February 1977

which covered theses work for the 1976-1977 academic year with the saze
title as the previous contract - "Studies {n Support of the Application of

Statistical Theory to Desige and Evaluation of Operational Tests.™ There
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were

three separate tasks:

1. Study relating to a method to optimize the use of operational
test resources and information derived from sequential opera-
tional tests.

2. Study relating to a method of optimizing information gained
from a small sample.

3. Study relating to methodology for validating the assumptioans

of multivariate normality in operational test design.

Three theses on one special topics report resulted from the 1976~1977

contract:

"The Use of Operating Characteristic Curves in the Validation of
the Assumption of Multivariate Normality and Determination of
Sample Size,” by Dwight A. Heltom, Licutenant, Signal Corps

“Studies in Support of the Application of Statistical Theory to
Design and Evaluation of Operaticmal Tests"

“A Cost Optimal Approach to Selecting a Fractional Factovrial
Desiga,” by William ¥F. Friese, Captain, Artillery

YA Comparison of Classical and Bayesian Statistical Analysis in
Operational Testing," by P. V. Coyle, Captain, Artillery

“"A Test for Multivariate Normality in the Armay System Acquisition
Process,” Special Topics Report by Robert S. Young, Captain,
Signal Corps
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II. Development of 1977-1978 QOTEA Research Studies

A. Background and Overview

Research conducted for OTEA in the 1974~1977 period suffered from the
lack of specifically desigued study directors on the OTEA staff. As a
result there were frequent breakdowns in problem formulation, in process
reviews and data collection. As a consequence, per joint agreement between
OTEA and Georgia Tech, Mr. Fred McCoy and Mr. Floyd Hill, OTEA, were desig-
nated as study directors to assist the COTR in the technical administration
of the 1977-1978 contract effort. Informal discussions began oun 3 August
1977 when the study directors and COTIR visited Georgia Tech for informal
discussions with Army graduate students and interesied faculty. Literature

search was begun in September 1977 at Georgia Tech, and on 9-10 March 1978

the study directors and COTR revisited Georgia Tech for an in-process

review and approval of two specific research tasks. After formal award of

countract on 21 March 1973, four Army graduace studencs begau field wotk, )
data collection and theses research related to these tasks. The four offi-

cers received an M.5. in Operations Research on 10 June 1978 and met

graduate school requiresents with the following theses which have been

provided QTEA by separate cover:

"A Study of Leazrning in the (_.eratiens of a Viscous Damped
Traversing Unit,” by Geoffrey A. Robinson, Captain, Imfantry

"A Trackiog Performance Study of Large Dizensjioaed Targets
Through an Optical Sight," by Michael L. Morgillo, Captaian,
Ordnance

"Learning Curves and Their Applicadbility to Unit Training
levels in Operatioaal Testiong,” by Jesse L. Brokenburr,
Captaia, Ordnance

"Testing for Learning with S$:all Data Sets,” by Keaneth A.
Yealy, Captain, Infaantry
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On 11 August 1978 the faculty investigators made an nral preseantation
for the OTEA staff in Washington and informally reported on the results of
the theses research and collateral work including planned preparation of
a handbook for field use by OTEA personrel for the on-site detection of
learning in operational tests. In November 1979 four refereed papers were
presented at the Seventeenth Arnual Army Operations Research Symposium at

Fort Lee, Virgimija.

B. General Approach

The research problem area was approached by first conducting a sucvey
of the relevant techrical lireracwsia. Both the current open scieantific
literature and reference material avaiiable through DDC and OTEA were
evaluated. A series of group and individual meetings between project
faculty and the officer-studeats involved in the program were cunducted
in addition to the conferences with the OTEA study directors. The purpose
of these meetings was to acquaint the officer-students with the gemeral
problen avea, to discuss previous vesearch effort both in related {ields
and conducted spechifically for the 3D, and to develop specific proposals
for current rvasearch related to the general project objectives. The
oificer-student research proposals must have three features:
1. They nwust be directed towards a probles area of interest to
OTEA, s outlined in the project task statesent.

2. They tust descridbe a project that constitutes 3 reascenable
coniribution to the profession, so that the requiresents of
a Georgia Tech Master's thesis are satisficed.

3. They zust be ;ithin the general area of interest cf the

facul”y and other vesdurce personnel curreantly availsble.

.

Subject to these guidelines, the individual research proposals vere
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then developed by the four officer-students imvolved in the project. They
were approved by the project faculty, and by the Associate Director for
Graduate Studies of the School of Industrial and Systems Engineering.

These officer-student research proposals were also sent to OTEA for evalu-
ation and feedback. Student-officers made field trips to OTEA headquarters,
ARI, UEL and the ARIS group at Fort Belvoir for data collections and support.
HEL providzd equipment and instrumentation support for the tracking task.
Finally the OTEA study directors participated in the oral thesis defense in

May 1978.

C. Specific Tasks

Ny

The first task was directed at developing a methodology for using a
thiniy-based learning curve slope to assess status of unit training in
operational teast and evaluation,and is reported in Chapter ITI. ~The con-
tractual objective of this effort was to develop a simple, straightforwarl
methodology for calculating the significance of the difference between two
slopes, one representing the experimental case and one the control case,
when one or both curves are based on a relatively few points and thers is
variance in the poilut estimates for both curves.: The study naturally
divided itself into two parallel efforts, the recognition and mathematical
description of a representative learning curve (or set of curves) appli-
cable to training levels in operatiomal testing, and the procedure for
compuating the statistical significance of the difference between slopes
for two such curves.

~ "The second task was primarily directed at developing a hitting per-~
formance model for mandal lite-of-sight optical tracking in the range 500
to 3000 meters with a large size target approximately &4 feet {n radius.

Under .erms of the contract, major attention would be directed at testing
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v K Ig \:7the hypothesis used in most gulde~to-line-of-sight missile system simula-~
: 14
i 55? tions that the tracking error is normally distributedfj Study results ;
under this task are reported in Chapter IV.EQIn additiosu a number of col- ;
lateral research studies are reported which were not part of the contract

specifications, but are important in attempting to model and understand
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the performance of a gunner in the line-of-sight tracking situation.§\\
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ITI. Studies to Investigate the Slope of the Learning Curve
in Operational Tests

A. Development of the Research Effort

The first subtask, which invelved the identification of an appropriate
mathematical model of learning curves, wis data based. A significant por-

tion of the total effort was necessarily devoted to identification of poten-

tial sources of appropriate test results. Also required was the development

of a systematic procedure to investigare the data bases identified. Capt.
Jesse Brokenbnrr in his thesis, "Learning Curves and Their Applicability
to Unit Training Levels in Operational Testing," vhich addressed subtask 1,
had as his obiectives:
1. Collact all available data which might illustrate the presence
of unit or crew learning.
2. Analyze these data to detect the presence of learuning.
3. When leérning was found, to determine the best possible
statistical model which would describe the learning.
Certain restrictions were placed on his work which should be considered
before looking at his results. These were:
1. The data had to come frow au operational testing environment.
2. Tests conducted should involve team or crew tasks and per-
formance objectives,
3, Test reports must provide a means of tracking a team from
start to finish. That is, the team performance must be mea-
sured over tim2 or ordered trials.
4. Test reports should provide some insight into tha background

.

information concernag the data which is relevant to the study.

L e Ct mem e e

S. Perhaps the most serious restricticn was the limitation of time
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available for the study. This limitation made it difficult to
look for data not readily available at easily accessed army
agencies or in the literature.

Capt. Brokenburr spent as much time as possible collecting test
results to ascertain their appropriateness for this research. These test
results were obtained from OTEA and ARI in Washington and froam Ft. Benning.
In addition he searched the literature for any adequately described test
results that might be useful. The results of this search netted seven data
sets which appeared to be useful enough to analyze. These are:

1. Imp >ved Tow Vehicle, from OTEA

2. Dragon, from OTEA

3. REALTRAIN Vali‘tation with Combat Units in Europe, from ARI

4. REALTRAIYN Validation ior Rifle Squad, from ARI

5. Project Staik, irom OTFA

6. Lightweight Company Mortar System, from OTEA

7. Team training, Expetimeat VIII, conducted by NAVTRADEVCEN,

and obtained from the litc .ature searches.
411 other data sets fou.d were judged to be unsuitable for aaalysis fox
the purpose af this vesearch. This data search suggests that it would be
interesting to design some exper.. ants which mizhe further validate find-
ings of this reseasch.

The procedure used ir this research to detect the possible presence
of learnarng during the test sequence was o a two-fold nature. The first
step consists of plotting the data poirts and the saccnd is the fitting of
a linear equation and testing the slope to see if it is signilicancly dif-
ferent from zero. The purpose 2. the graphical procedure s to quickly

detect any patterns in the data wvhich aight suggest the presence of learning.
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In many cases the data sets were abandoned after viewing these plots. In ;
other cases Lhe plots were suggestive of possible models which could be
used to fit the data. If the plots suggested the possible presence of
learning, the second step was carried out, i.e., the fitting of a linear
model to the data. Again, if the computed slope of the fitted model proved
to be not significantly different from zero, the data set was abandoned
with the conclusion that there wvas no apparent learning taking place between
trials.

Wbon, ag a result of the two previous steps, learning was apparent in
the data, a series of nonlinear models was fit to the data. The models

considered were:

1. ? = at"b ?
s ~b

2. Y=a[B+ (1 -8t ]

3. Y= a[as_ll + B

4. ? = aebt

5. ? = aeb/t i

1

6. Y = atﬁb +c %

-~ a :

Some cf the above models can easily be transformed into linear models, ,
however they are still basically nonlinear using the data in its
observed form. Model 2 can be transformed into model 6 by letting
¢ = af and a = a(l-g). However, model 2 has been used successfully
in the literature. It was introduced for this veason. Data which
fits one wodel would fit the other.

Not all seven models could be fit to all the data sets. Some data
sets did not have enough trails to fit models containing wore than two

parameters. Tihe data plots suggested some models over others for some
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sets. As many models as seemed appropriate, however, were fit to each
remaining data set.

After each model was fit to a data set, i.e., estimates of the parame-
ters were obtained, goodness of fit tests were performed to determine if
the data fit the model. In addition the regression sum of squares was

determined for each model fit to each data set. This enabled the researcher

to reject some models as being inappropriate for some data sets. These
results also enabled the determination of the best model or models for each
data set and the resulting best overall model.

The second subtask required the investigation of the mathematical
characteristics of learning curve models, the development of the statisti-
cal properties of the estimates of the parameters of the model (and thus
the estimates of its slope), and the identification of an appropriate
mechanism for verification of the validity of the method.

In Capt. Kenneth Yealy's thesis, "Testing for Learning with Small Data

" the task of comparing two sets of data agaiunst each other was

Sets,
addressed through the mechanism of comparing each against an absolute
standard. In fact, the underlying problem which gave rise to the original
objective of this research would not have been solved by meeting the stated
objective. This occurs because two curves of the type described may have
the same rate of improvement ovey some particular interval of time, but

approach different asymptotes. By comparing each crew to an absolute

standard (of zevo learning) this problem is overconme.

B. Results and Conclusions

The results of research on the first subtask indicate that four of
the seven proposed models might be appropriate for describing the unit

learning curve:
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1. Q = ac~b

o ~b
2. Y=oa[B+ (1 - Bt ]
3. ? = at~b +c
4, § = aebt

The second and third models each contain three parameters while the first
and fourth contain two. Since the second and third did not perform
significantly better than the others they were rejected on the basis of
parsimony.

0f the remaining models, the first, a power function, has been used
by many other researchers to model the learning phenomenon for individuals.
The Iourth, an exponential model, has not been used as much. On this
basis this research concluded that the power function seemed most appro-
priate.

The reader is referred to Capt. Brokenburr's thesis for complete
details of this research. A condensed versien of this, as reported in a
paper preseuted at AORS XVI, is attached in Appendix A.

Consistent with the results found in subtask 1, it was assumed that
learning can be described by a performance curve of the form z = 1 - at_b + £
where € is NID(O,Gé). Note that this is the performance curve version of
the learning curve at " 4 ¢ with the constant, ¢, in the model set equal
to 1. The vestriction on this constant implies only a scaling of the
more general model, and the following methodology is not dependent on
this restriction. While Cpt. Brokenburr's conclusions do not support the
need to hava the constant term in the model it was included for geperality;
the two parameter model is a special case of that used. All procedures

proposed will be applicable to the two parameter case.

S
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Two linear methods and one nonlinear method were developed to test

for learning by examining the rate of learning over several trials. The
linear procedures are based on testing the average rate of learning that

occurs over several trials. Several methods for estimating the average

rate of learning and the variance of the observations, oi , were investi-
£ % gated. The best method for estimating the average rate of learning,
- based on the minimum variance of the estimate, was the linear least
ws squares regression, LLSR method, and the best estimator of oi , which
i f - resulted in the most powerful test, was computed using the first dif-
ferences of the observations. In the nonlinear method, estimates for

won

5o 2
S o_ and the parameters "a" and "b" are obtained and a test on the degree

of nonlinearity of the function is conducted using Beale's measure of non-

‘- linearity. If the degree of nonlineacity is small enough then the confi-
g - ? dence interval for the slope at any trial can be evaluated by using linear
- - theory approximations. In a comparison of the two procedures, the linear
methods were more powerful tests, however, the noulinear method was able

to provide information on the rate of learning at each trial when the non-

. linearity conditions were satisfied and significant learning was detected.
- The more powerful linear test procedure was the LLSh method, which can

detect an average rate of learning over 15 trials of 1% at an a = .05 level

95Z of the time when the standard deviation is Oe £ .05. A demonstration

of the methodology using data collected during field tests on a viscous

s
%

damped tracker 1is presented in detail.
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Complete details are presented in Capt. Yealy's thesis and a condensed
version of this, as reported in a paper at AORS XVI, is attached in

Appeundix B.
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In addition, a handbook that details the methodology of the best
method in a form appropriate for use by army officers in a field testing
environment was developed by the principal investigators, and is presented

in Appendix G.

C. Evaluation of Research

The restrictions on the data collection effort, in subtask 1, limited
the results in that uot many different types of training situations were
available. The restriction to operational tests meant that conclusions
regarding model adequacy are limited, because of severe sample size res-
trictions. Many of the conclusions are based on three or four tests.

With such a small number of tests, many different models will appear to
fit the data.

An excellent procedure was developed to accomplish the second objec-
tive, the detection of learning in the data. Again the severe sample size

restriction influences the results of this phase of the research however.

The third phase of the research, fitting an appropriate model which
would describe learning was carried out using well known and‘available
computer procedures. The data limitations were such, however, that uo
statistical differences could be found among several of the candidate
models chosen. The ultimate model was therefore chosen on the basis of
parsimony, in that it contains a minimum number of parameters, it did not
perform significantly worse than any of the others and perforued better
than some.

Data were really not available to this research effort to determine
which of the four models listed above is most appropriate. Further
research should be cunducted to Jetermine this, particularly an analysis

of the differeace between the power function and the exponential wmodel.
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As previously discussed, such research .ould most likely involve the con-
ducting of some actual experiments. These could first be conducted using
simulation techniques with a computer analysis. Following this, actual
trials of the most likely test conditions and models could be run to verify
or clarify the results of the simulation study.

The model for the performance curve used in the second subtask is:

y=1- at:_b

and is appropriate only if y is viewed as the percent of waximum perfor-
mance attainable. This requirement is unwieldy in practice, aund it turns
out that it is not mecessary for the procedures developed. A more general

form of the model would be

y* = ¢ - at—b

This model allows y* to be the value of the measure of effectiveness (not
a percent of the maximum attainable). This model is simply a linear trams-
formation of the previous model, and since the procedures developed are
invariant to linear transformatiouns of the data, the proposed methodolougy
is appropriate for the second wodel. This eliminates the need for identi-
fying the maximum attainable performance and manipulating the data before
the proposed methodology is applied. A parallel argument can be wade for

considering the complementary curve as

y = atnb +c
instead of

y = at_
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It is felt that the proposed approximate linear method provides excel-
lent protection so long as the variability of fully learned crews on the
task of interest is not too great. This is especially true as the amount
of learning increases. (The reader is referred to the results of the
simulation studies reported on pp. 82-90 of Yealy's thesis for a complete
description of the protection offered.) Even the more complex (computé—
tionally) nonlinear technique did not approach the linear approuximation's
performance. This was entirely unexpected, as it is generally assumed
that the more closely the assumed model fits the underlying process the
more reliable the inferences (from the assumed model) are. The only
explanation we can offer for this not occurring is that the statistical
properties of the parameter estimates in the nonlinear wodel are so bad

that they offset the advantage of having the correct model.

Summarizing, a case has been made for the appropriateness of the

adequacy of the power function model for describing performance during

the learning process. Based on this assumption a methodology has been
developed to quantitatively assess whether learning is occurring across

a series of trials of a unit or crew, even if the number of trials is

quite small. This methodology is simple to execute, requiring only arith-
metic operations. While it has not been shown that the proposed procedur
is "best," ic has been shown, through simulation studies, to perform better

than several other reasonable candidate procedures.




AR A s s o o e

wn

L

4

T S s vl peed

At S BT LR AR

21

IV. Studies to Explore Tracking within the Target Edges

A. Development of Research Effort

Tracking performance studies typically follow one of two basic
approaches. The first approach is the development of mathematical models
or describing functions that view human tracking performance as part of a
closed loop system. The second approach is to describe stacistically the
tracking error or differences between the true position of the target and
the operator's output. It is this second approach that bes’. describes
the procedures followed in the tracking studies reported here.

Tracking studies have traditionally focused on well defined or "point"
targets. The use of these targets ailows the tracking errors to be easily
measured and avoids problems assaciated with the tracker’s uncertainty as
to the exact aim point. Since there are maany variables that influence
tracking performance, this z2und other simplifications from the real world
are often necessary in controlled experiments. The main focus of the

tracking experiments reported here was to relax the point target assump-

tion and to evaluate the impact on txacking error.

B. Fioblem Statement

The primary objective of this study was to determine the mpagnitude
and distribution of error when tracking the unmarked center of mass of
large dimensioned targets and to cowpare this error to that found when
trackiug targets with marked aim points. Since it was necessary Lo use
trained trackers for the primary task, a second study was conducted that
focused on the lecarning of tracking skills. Two additional experiments
wvere conducted to explore specialized topics related to the primary

objective. The first was a tracking speed study using large targets and
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the second was a study of aim point uncertainty qu large targets.

c.

The

Results and Conclusions

above studies are individually reported in Appendices C through F.

In summary, the results are as follows:

1.

2,

The standard deviation of tracking grror was approximately 57
percent larger using targets without marked aim points compared
to targets with marked aim points. There was a slight decrease
in standard deviation of error as targets became larger; however,
this trend was not considereg significant from a practical point
of view.

The distributions of trackf?g error varied between conditions
and subjects, however, the common assunption of normality seems
justified. No tendency for bimodal distributions occurred; a
concentration on target edges did not occur.

Many error measures were evaluated in terms of learming. The

staudard deviation of tracking ervor was the best measure in

this coatext.

Common learaing curve models such as y = at = are appropriate
for the change in standard deviation of tracking error with
learaing.

Target speed is a significant factor i{n tracking perforaance
but the interaction with target size is not significant.

As targets increase in size and cooplexity there is core uncer-
taigty as to the exact ainm point. This effect may dininish or

nullify the advantages of optical magnification when tracking

large targets without visible aizm points.
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3 D. Areas of Continuing Research
: In addition to these direct results the research projects have led
? we into additional interesting areas. Fiost, comparing the results of these
|

" studies to other tracking studies it was found that experiments using simi-
lar equipment and condirions often give different results for the standazd
deviation of tracking error. A key to this problem may be related to the
fact that different studies are often conducted using different ranges.

.. When using a tracking systea, such as the one used in these studies, the
"gain" or control sensitivity is a function of range. In most cases the
error is measured in terms of angular ervor and control sensitivity is
ignored. This complication is compounded when different magnifications
are used, and when the target varies from a point to larger targets with
less specific aim points.

The tracking literature discusses ooth magnification and gain effects,
but does not offer sufficieat data to resolve these probleams. Our preseat
intention is to build a labouratory simulator where gain and maguification
can be easgily varied. The system will be based on a paper tape tracking

i concept with conputer getherated tapes. When this systec is cosplete,

- furthey s=udies will be conducted.

A second area of continuing research iavolves finding the best auto-

A iR
Sfrbirs VR

1 correlation type todel to describe tracking performunce. [n rthe research
L

reported here 2 simple auto-correlatien nodel wvas used o evaluate learn-~
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ing and to covrect error Zeasures for the fact that samples 0l error are

not rando= but correlated. Improvements im the presant sedel wiil lead to

bettar analysis of future tracking experiments.
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. DETECTION OF GROUP LEARNING CURVES FROM
¢ OPERATIONAL TEST DATA

s e AT TRETTR

CPT Jesse L. Brokenburr, Department of Mathematics, United States
Military Academy. :

- Dr. Leslie G. Callahan, Jr., Dr. Russell G. Heikes, Dr. Thomas L.
Sadosky, and Dr. Harrison M. Wadsworth, Georgia Institute of Technology.

o - INTRODUCTION

The U.S. Army Operatiomal Test and Evaluation Agency (OTEA) is com-
tinually required to assess the impact of the training level of a crew
or uvnit engaged in operational tests. This assessment is of particular
importance because OTEA has the mission of assisting in the planning,
directing, and evaluation of operational testing required during the
materiel acquisition process ¢f all major systems and selected non-major
systems. Adequate and thorough operational testing is essential in :
determining an item or system's operational suitability and logistie X
support requirements. Additionally through these tests a comparison is i
made between new materiel and existing equipment being operated under
the same or similar mission profile.

P T T I PRI T T S AT T A e T R R L N PR ol DARTE ALy TR SRV PR g )

Essentially, the a2ssessment of crew or unit training levels has
traditionally been limited to qualitative techniques such as adminis-
tering a proposed training program (with the assumption that the
completed training equals a given training level) relying on ARMY TRAIN-
ING AND EVALUATION PROGRAM (ARTEP) results or using military judgment.
Training data is currently overwhelmingly qualitative, whereas quanti-
tative data is much to be preferred in operational test and evaluationm.

It is generally agreed that a performance curve describing the prog-
ress of training is ar asymptetic "learning curve'. However, even
though it is generally accepted that the individual "learning curve"
follows this assumpticn and appears to be robust, it cannot be assumed
that a representative "learning curve" for a crew or unit has these same
properties.

Since operational testing usually involves the comparison of baseline
systems tc newly developed systeas, participants are initially detemmined
to be qualified or trained on the baseline system. Prior to the actual
conduct of the test, refresher training and/or contractor training is
provided on the new systam. Through the use of randomization and test
design the effect of learning during the test is gemerally expected to
be lessened.

reports, prizarily from OTEA and data made available through other
training and analysis agencies, {s conducted. Hence, the objective of ,
this paper is to determine the existence of a representative learning
curve (or set of curves) and develop a mathematical description of this
curve applicable to training levels in operational testing. Tue
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existence of a representative learning curve could be used to develop
improved operational tests and evaluation methodology for training
effectiveness.

A review of general learning theory results and the application of
learning theory concepts to group/team learning indicated that experi-
ments conducted in the Team Training Laboratory demonstrated that basic
principles of individual learning could be applied to the team con-
sidered as a single entity [3]. The underlying model has three essen-
tial features [10]. "First a team is a functioning entity having an
output which depends on a defined input from its members. Second, a
team itself can be cunsidered as the module of investigation and its
responses as amenable to manipulation without necessary reference to
the performance of individual team members. Third, team performance
can and will vary as a function of the consequences of responses much
the same as the performance of an individual learnmer. In that context
the basic principles of individual learning curve robustnmess will be
assumed and analysis of the empirical data will proceed along that line'.

METHODOL OGY

Each data set will be analyzed iteratively utilizing the following
five step procedure.

1. Determine graphically if learning patterms exist. Sample data
is plotted using comsecutive trials versus a specified performance
measure/measure of effectiveness (MOE) in order to determine if there
are patterns which might suggest that learming can be detected.

2. TFit Linear Model.
Linear regression mecdels are used to screen sample data for
suitability and further analysis. The linear model

Yi =8, +-slti + €y i=1,2,3,..., n

where t is the ith consecutive trial, is used to fit empirical data
from various test reports. For a given trial t, a corresponding obser-
vation Y consists of the value 8, + 3t plus an amount g, the increment
by which any individual Y may fall off the regression line. 9, and 8,
are the lincar parameters in the model and are unknown as well as g,
the error ox ''noise'" component which changes for each observation Y.
The least-squares method is used to estimate the parameters 3, and 8,.
This method minimizes the sum of squares of deviations from the true
line and is written [2].

by 2 b Y Q 2
= = - - ‘

Estimates are chosen for 3, and 5, which produce the least possible
value of S.

R
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The usual basic assumptions for this model were made,

(1) e is a random variable with mean zero and variance g? (un-
known), that is, E(ej) = 0, V(g;) = a2,

(2) € and ¢y are uncorrelated.

The linear model is fit to develop some idea of the behavior of the
performance measure over consecutive trials. When estimates of the
parameters 3 _and 8; are obtained, a screening process is conducted to
look at the slope (8;) of the fitted model. This screening process is
used to determine if there is an indication of learning over consecutive
trials. We use the value from the t-distribution table (with the appro-
priate degrees of freedom) to obtain an estimate at a given level. We
compare this value with the ratio given by

By - B1o
JMSg/s

where MS_ is an estimate of the variance and S__ is the corrected sum
of squares of the trials, and 81 is the hypotﬁgsized value of 81. If
we hypothesize that no learning gs occurring 8., is set equal to zero.
From this we would get some approximate idea oI whether or not the
slope 1s negative.

Since the performance measures in the data collected are time com-
ponents and measurements of error over consecutive trials, a negative
slope for the regression line would indicate that learning is occurring
over consecutive trials. If no learning is detected the data is not
subjected to further analysis.

3. Fit Nonlinear model.

Upon decermining the suitability of the data, that is, graphic-
ally detecting discernibie patterns and rejecting the null hypothesis
in step 2, that the slope of the regression line is zero, uonlinear
learning models are fit to the data. These include learning models
suggested in the literature and/or variations based on the graphical
patterns of the raw data (see Table 3-1). The selection of models is
restricted to functional relationships between two variables whereby,
the performance measure (¥) can be separated from the trials (t) in such
a way that Y = f{t)}. Usiog this relationship, the performance measure
is considered to he the dependent variable and the consecutive trial is
the independent variable.

Tha SPSS (Statistical Package for the Social Sciences) subprogram
NONLINEAZ {9] is used to apply nonlinear regression analysis to es..mate
pavanaters that appear in the leaining wodel in a nonlineax fashion.
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Table 3-1. Learning Models

Model Origin 13
¥ =at™® T.P. Wright [L1] ]
Y = a[B+(l'B)t-b] De Jong (1] .é
¥ = afat-l] +3 Pegels [8] 4
Y = aebt #* *models suggested :
Y = anb/t by graphical ;5
Y ae_b patterns in the {
Y=at +c data [6] i;
v oo A * i
Y= b + c .

The SPSS subprogram NONLINEAR utilizes the Least Squares Estimatiom ;
function to estimate the unknown parameters by minimizing the error sum
of squares. For each case, the performance measure (dependent variable)
is defined:

Y, = £;(£,0) +e5, L=1,2,...,n

where £;(t,8) stands for the model function chosen, ¢; is the error temm,
and 8 is a vector of parameter estimates. The assumptions made are

E(e) = O and V(g) =0%. The error sum of squares function can be
written as

PRI NNSy YR 5 7% GRS ST P

n
'8(8) = [ty - £ 912

J-— v

The program minimizes the sum of squares for the model £,(t,8) by
choosing suitable values for the unknown parameters (8) in the model.
This in turn will describe as close as possible the behavior of the de-
pendent variable Y. Marquardt's nonlinear minimization technique is
used to estimate the unknown paramsters.

After the nonlinear model is fit, a direct examination of residuals :
is conducted and a lack of fit ratio is computed for comparison with ;
vther models.

If the original observations of a sample data set do not conform to
the model assumptions made, then a log transform of the model may pos-
sibly correct the problem. When a direct examination of the residuals
for a model indicates that the error component is multiplicative in-
stead of additive, then the log traunsform of the model should be com-
puted and fitted to the sample data. For example, the model Y = at"d
has multlpllcative axror when expressed ¥ = at™P¢ and additive error
when expressed as ¥ = at” “b 4+ ¢. In the former case the log transform
can be specified as ln Y =lna-blnt + ln¢ but in the latter case
the log transform cannot be specified. The multiplicative error is
exemplified when variability becomes a function of the magnitude of the
respouses such as cases where large errors are linked with large re-
sponses. When the log transform model is linear it is fit using step 2,
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when otherwise specified step 3 is used, and then tested for model
adequacy. When comparisons are made between the log transform models
and nonlinear models in step 5 of the iterative process, the parameter
estimates must be converted in order to compare sum of squares.

4, Test for Model Adequacy.
The learning models chosen to fit to sample data are assumed to

be tentatively correct. Under certain conditioms we can check whether
or not the models are correct. This will be accomplished by testing

for model adequacy using a "goodness of fit" test and through a direct
examination of residuals. The residual of each trial is defined as the
amount by which the actual observed value Y; differs from the fitted
T value Y; and can be written as e; = ¥; - Y.. If the learning model cho-
e sen is not correct, then the residuals contain both random (variance

error) and systematic (bias error) components.

D T Te b oo
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: Recall that during operational tests, repeat observations are not
il taken for each crew across trials. However, all crews are observed at

each consecutive trial and are assumed to be similar in structure and

, training level. Therefore, several crew observations at the same trial

on t; are conmsidered "repeat' points in the data. These "repeats' are used
to obtain an estimate of ¢2 and represent a measure of the random error

b between crews. As a consequence, we can test for the "goodness of fit"
of our model. The hypothesis tested [2] can be stated:

Ho: The model adequately fits the data
- Hy: The model does not fit the data

i The test involves partitioning the error or residual sum of squares
(8Sp) into the following two componments:

SS_ = SSPE + S8

o E LOF

- where SS,. is the sum of squares attributable to random error between _
crews and SSyap is the sum of squares attributable to the lack of fit ;

i of the model. The pure error estimate of g2 is found by computing the :

contribution to the pure error sum of squares from the 1th consecutive
trial when there are at least two observations such that

Y115 Yizseee, Yyq, are mp repeat observations at t,

Ya1, Ya2s009, anz are n; repeat observatioms at t,

R

. . .

Y

Ryt Tkttt Yknk are n, repeat observations at t:

D A Y T P

The total sum of squares for pure error is calculated as follows:
g
PE 2131 ugl (Yiu

where m is the number of distinct levels of t, ny is the number of
observations at trial i, Yi, is a single observation, and Y is the

- 2
SS -Y)
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sample mean anross a particular trial. The total degrees of rreedom
associated with the total sum of squares pure erxror is computed as
follows:

]

k
total degrees of freedom = Zl(ni -1) = 'Zlni -k = ng
i= 1=

The sum of squares for lack of fit is computed by substitution
SSrop = S8g - SSPE with n -2 - n, degrees of freedom, where n is the

total number of observations [2]. The mean square for pure error is
2T

5SpE = i§1 u=l(Y

PE ne k

N ng - k

i=1

-2
iu ~ k)

and is an estimate of g2.

The pure error sum of squares is introduced into the analysis of
variance procedure and the F-ratio is computed. This ratio,

F = 2SLoF s compared with the 100(1-¢)% point of an F-distribution

PE
with 0 - 2 - ng and n, degrees of freedom if the normality assumption

is satisfied. If the ratio is

(1) Significant, this indicates that the model appears to be in-
adequate. Attempts would be made to discover where and how thegadequacy
occurs.

(2) Not significant, this indicates that there appears to be no
reason to doubt the adequacy of the model and both pure error and lack
of fit mean squares can be pooled and used as estimates of o2 [2].

The usual tests which are appropriate in the linear model case are 4
in general, not appropriate when the model is nonlinear [2]. As a {4
practical procedure we can compare the unexplained variation with an :
estimate of V(Y,) = g% but cannot use the F-statistic to obtain con-
clusions at any stated level. In the absence of exact results for the
nonlinear models, we can regard this sum of squares as being based on
the total degrees of freedom for residuals/error. In the nonlinear
case this does not in general, lead to an unbiased estimate of ¢2 as in
the linear case, even when the model is correct. R

A pure error estimate of ¢% can be obtained from the repeat observa-
ticns as discussed earlier. This provides a sum of squares for pure
error (SSpg) with ng degrees of freedom. An approximate idea of pos-
sible lack of fit can be obtained by evaluating 88p - SSpg = S8 gy and
constructing a lack of g;t (LOF) ratio by comparing mean squares.

"s‘n et e e L L
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SSLOF MSPE = SSPE
MS = —— and
LOF n - ng ne

MS; oF

MSPE

Lack of Fit ratio =

Draper and Smith [2] state that an F-test is not applicable here
but that we can use the value from the distribution table (with the
appropriate degree of freedom) as a measure of comparison. From this
we would get some approximate idea of how well the learming model fits.

Additionally, the statistical inferences on the model are checked

through a direct examination of residuals in order to conclude either

1) the assumptions appear to be violated or (2) the assumptions do not
appear to be violated. This direct examination will be done by plotting
the residuals (a) overall (b) in time sequence, and (¢) comnstructing
histograms uf the residuals. Model adjustments are made based om this
examination of residuals and a careful examination of outliers (unusual
points in the data that are far greater than the rest in absolute value,
and perhaps lies three or four standard deviations or further from the
mean of the residuals). The errors may be linked to equipment failures
or errors in recording the observatioms.

When adjustments are made, the iterative procedure returns to step 3
and the model is refit and tested for adequacy. At this point another
learning model or ‘adjusted model is fit to the sample data and checked
for model adequacy.

After fitting all selected models for a particular data sample, a
comparison of models is conducted in step 5 and a new data set is intro-
duced at step 1.

5. Selection of "Best" Model.

The criterion for evaluating the fitted learning models and
selecting the model that provides the "best" fit to the empirical data
will be based on the comparison of (1) the lack of fit ratio and (2)
the sum of squares for regression (8Sg, the amount of variation in the
model explained by regression). This criterion is used because it is a
systematic and quantitative basis for selecting the "best" model.

DATA ANALYSIS

Due to the nature of the study, there were limitations placed on
the characteristics of the data required. Those limitations are listed
below:

1. Data had to come from an operatiomal testing enviromment.
2. Tests conducted should involve team/crew tasks and performance
objectives.
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3. Criterion or measures of effectiveness must be applicable to
team/crew tasks within the context of group or team definitioms
as defined by Glaser, Klaus, and Egermar [3].

4, Test reports must provide a means of tracking a team/crew from
start to finish. That is, performance measured over time or
consecutive trials.

5. When applicable, test reports should provide some insight into
the background information concerning the data relevant to this
study, such as measurement error and conditions that may have
affected the test results ("noise' in the data).

To demonstrate the application of the methodology discussed previ-
ously a data sample is presented and analyzed.

Project Stalk

Twenty~five tank crews operating under conditions of competitive
stress and rigidly uniform training were timed in their performance at
hitting a stationary target which appeared suddenly as a result of the
travel of their tank. Eleven different conditions of tank and fire
control conditions were run by each of the twenty-five crews partici-
pating in the test. Crews were given instructions to obtain a target
hit in a minimum time. Crews were timed in their speed at ‘scognizing
the target, loading the round, laying the gun, etc., until a hit was
obtained. Two types of test courses were used. On the first type,
range and characteristics of the target and tank positions ~ere repeat-
edly observed by the crews. On the second course none of these factors
were known by the crews. The experimental design was such that factors
related t> differences in training, testing conditions, and crew pro-
ficiency could be accounted for when comparing the performance of the
five tanks., A summarized description is shown beliow.

1. Performance Measure ~ Time of detection to hit on target
2. Characteristics
(a) Twenty-five crews
(b) Five types of tanks used
(c) Each crew was trained on a tank immediately prior to
fiying it.
(d) Type of activity - Tank gunnexry [4,5].

Two aggregate data sets for both the Test Training Course (TTC) and
the Test Course (TC) were developed by combining the data for the 16
crews across the four non-transfer targets and the eleven conditions

it S
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for each target. This provided a method of tracking the crew perform-
ances throughout the test according to the Greco-Latin test design used.
The TTC data consisted of 678 observations and the TC data consistod of
674 observations over 44 trials. When the linear model was fit to both
data sets in step 2 of the screening process, the following results
were indicated.

TTC
Source d.£f. Sum of Mean
Squares Square
Regression 1 87726 .475 87726.475

Residuals 676 2827995.42068 4183.425

87726.475

F-ratio 2183.425 ~ 20.97
TC
Source d.£f Sum of Mean
Squares Square
Regression 1 82522.39281 82522.39281

Residuals 672 2440878.2555%6 3632.259308

82522,39281

3632.259308 ~ 22719

F-ratio =

When compared to the F-distribution value for the appropriate
degrees of freedom at the 5 percent level, there was evidence to reject
that 8; = 0. Tne confidence intervals around 8, for both data sets did
not include zero. Since the estimates of 3, were both negative, there
was an indication that learning was occurring.

Both dafa sets satisfied the suitability criteria specified in the
screening process; therefore, the nonlinear learning models listed in
Table 3-1 were fit to the data.

Initialliy three models were fit.

(1) ¥ =ac™®
(2) Y = aebt
(3) ¥ = ae®"

First analyze the Test Training Course data. Parameter estimates amnd a
residual sum of squares were obtained by using the SPSS Yonlinear Sub-
program.

.

(1) ¥= at™® uhere a = 86.13708 b = -.173043 SS; = 2851050.4

A R RS, L R T S e e iR e e e
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(2) ¥ = ae’" where a = 77.2504 b = -.01792 S§; = 2822300.5 o

(3) ¥ = ae”® vhere a = 51.61 b = .31028 S5, = 2906957.3

Gl ik

To obtain an approximate idea of the lack of fit of the models, a pure
error estimate of g2 was computed as discussed previously by using the ;
16 crew observations over each trial.

b b * - 2339080.18552
ss._ = Y = 2339080. |
PE " i3] u=1( ;=D

e L ol e

Since SSE = SSPE + SSLOF’

obtained by subtraction. Using the model ¥ =at

the sum of squares for lack of fit was
-b

= - 8<% = . - . \
SS; oF SSE b. = 20851060.4 - 2339080.18552 )

page)

]

511980.214

A lack of fit ratio was obtained by comparing Lhe mean squares.

SSLor  511980.214

e Au Lo mndl e AR A LE G

Fror ” nemg 42 = 12190.00512 |
MSpp = pr  2339080.18552 = 3689.4009 é

FE Oe 634 . 5
Lack of Fit ratio = 22:20:00512 _ 3.304

3689.4009

The lack of fit ratios for (2) and (3) are shown in Table 4-3. To

further test the model for adequacy, a direct examination at residuals

was conducted. An overall plot of the average residuals across the 44

trials for the 16 crews was constructed. By visual inspection it

appeared that the average residuals at trials 1, 4, and 42 were atypical

of the others. The majority of the individual residuals appeared to be

+3 standard deviations from the mean of the residuals at those trials. ‘
Even though there were oune or two residuals which did not exceed the .
criteria, it was concluded that the removal of the entire set of obser-

vations would not adversely affect the analysis. The model Y =

appears to fit the data and {is selected as the "best" model. Even

though De Jong's model and ¥ = at=b 4 ¢ appear to have a somewhat

smaller lack of fit ratio with corresponding larger SS regression, the

power function (V¥ = at” ) i{s selected due to parsimony. That is. it

has fewer parameters and does not appear to be significantly different

from the model ¥ = at™® where a = 104.595 and b = -.26492,

After fitting und selecting the "best'" model we must further
examine its adequacy. We compute the residuals e, = Y Y and then

3 i
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Table 4-3. Comparative Results for Fitted Models (TTC)
Lack of
Hodel SSg Sy oF SSg Fit Ratio
$ = at P 2851060.4 511980.214 1991541.85 3.304
¢ = ae’t 2822300.5  483220.314  2020301.75  3.119
¥ = ae?/t 2906057.3 567877.114 1935644.95 3.665
1n¥ = lna~blnt 374.1706 73.8112 12.50802 3.710
lnY = lnat+bt  369.6397 69.2803 17.03892 3.48186
InY = lnatb/t 384.5419 84,18246 2.13672 4.23078
SSPE = 2339080.1855 (Nonlinear models)

SSop = 300.3594 (log transform models)

P

Table 4-4. Comparative Results for Fitted Models (TIC)
(Ad justed Data)
Lack of
Model SSg SS10F S5 Fit Ratio
§ = at® 1527619.0 166437.76  1626287.0  1.856
¥ = ae’t 1529402.9 168221.66  1624503.1  1.876
§ = ae?t ' 1545537.8 184356.374  1608368.2 2.06
¥ = E%E +c 1534004.0 172822.575 1619902.0 1.927
Y = a[s+(1-a)t‘b] 1525856.8 164675.375 1628049.2 1.836
f=at®+e 1526337.5 165156.025  1627568.5 1.842
~ -
? =ty s 1597436.3 266255.06  1556469.7 2.635
In¥ = lna-blnt 310.0763  47.767 19.97871 2.765
1n¥ = lpa + B/t 308.78683 46,4774 21.269 2.690
la¥ = lna + b/t 314.2337  51.925 15.82134 3.005
lal = a' + b't .32069 . 04804 .76351 2.675
SsPE = 1361181.,24 (Nenlinear models)
SSPE = 262.30890 (Log transform models)
= .2 :

SSPE .27265 (othar)

NOTE:

.

Atypical points at trials 1, 6, 42 removed.
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estimete and examine their autocorrelation function. The sample auto-
correlation function of the residuals is denoted by {gr(e)} [7]. Again,
the average residual across each trial is used. Rather than consider
the 6k(e)'s individually, we ohtained an indicaticn of whether the first
11 residual autocorrelations considered together iundicate adequacy of
the model. As a general rule k lag coefficients are examined where

k < Nf4. This estimate is obtained through an approximate Chi-square
test for model adequacy.

61(e) = .02758  §g(e) = -.38102
0y(e) = -.38909  f,(e) = -.03358
04(e) = -.Q2111  fg(e) = .37201
6,(e) = .38570  gg(e) = -.16558
5(e) = -.34704  3j4(e) =-.22597

i

1

u

u

Approximate Chi-square statistic

k
Q= () T F(e)
k=1

k = 11 lags
Test Statistic Q = 34.57047

Comparing Q with a 5 percent value chi-square variable w/43 degrees
of freedom, we find i ~ 59.34. We conclude that there is no

L0 4
strong evidence to re?ec%’%ﬁe model.

The nonlinear models fit to the Test Course data provided the
results shown in Table 4-5 and 4-6 for 674 observations over &4 trials.

The parameter estimates for the two test courses are shown
below for both the power function and the expouential models.

1T
Y = at-b
a = l04.595 b
bt
ae

.26492

a = 74,1207 b

i@

-.013075

I3

Y = ac™®

a = 76.359% b = 180306
. bt
ae

a = 67.%636 b

]

'
*
o
=
-4
W
=]
-3
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Atypical points resoved from data.

Table 4-5. Comparative Results for Fitted Models (TC)
Lack of

Model SSg SSLoF S8q Fit Ratio
¢ =at™® 2468607.8 493855.022  2704131.2 3.7513
% = ae’t 2440991 .9 466239.122  2731747.1 3.5415
g = ae?’t 2514968.3  S40215.522  2657770.7  4.103
la¥ = lpa-blnt 389.61005 105.07188 16.90632 5.5391
1a¥ = lna + bt 381.08081 96.54264 25.43555 5.0895
1n¥ = lna + b/t 404.16331 119.625 2.35305 6.3063
SSPE = 1974752.77787 (Nonlinear models)
SSPE = 284.53817 (Log transform models)

Table 4-6. Comparative Results for Fitted Models (TC)
(Adjusted Data)
Lack of

M

Model SSg S op SSg Fit Ratio
¥sat™® 513771.G3 123782.0216  1321367.97  4.141
¥ = et 496887.26 106898.2516  1338251.76  3.576
¥ = ae?t 551335.23 161366.222  1283803.77  5.398
T = E%E +e 547924.68 157935.6716  1287214.32  5.256
§ = aB+13)t™  506392.76  116963.7316  1328206.26  3.913
§ a3 562010.21 172021.2016  1273128.79  5.755
SS._ = 359989.00338
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A comparison indicates that the TTC model parameters are relatively
larger than those for the TC. 1In addition, the learning factor which
is represented by the parameter b appears to be larger for the Test
Training Course. Curves for fitted models are shown in figures D-3
thru D-6.

CONCLUSIONS

This paper addressed the problem of determining the existence of a
representative group/crew learning curve (or set of curves) and the
development of a mathematical descriptiom of this curve applicable to
training levels in operatiomal testing.

A comparison of the fitted models was conducted by comparing the
Lack of Fit ratios and the sum of squares for regression computed for
each model. This comparison shows that the following models appear
to provide an adequate fit to the data analyzed.

e8] ¥ = at‘b (The power function)

(2) ¥ =aB + (18)t™°] (De Jong's model)
(3) ¥Y=at  +c

&) ¥ = aebt

Since the variation of the power function models (2) and (3) did not
appear to provide a better fit to the data,model (1) was selected from
the standpoint of parsimony or least parameters. Im addition, it
cannot be stated conclusively that model (1) provides a better fit tliau
model (4). However, based on a survey of the industrial applicatioms
of the power function model as reported in the literature, it was con-
cluded that the model ¥ = at~P does adequately fit the empirical data

analyzed and can be used as a representative group/crew learning wmodel
for this data.
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This study was prompted by the desire of the U.S. Army Operational
; Test and Evaluation Agency (OTEA) to determine if a crew or unit is
: 5 - .. fully learned in the operation of a system being evaluated. It is im-
! portant, dve to ihe nature of operational testing to detect
» this early in the testing program before additional time and money are

expended on results that may not be of use in accurately evaluating

- the system. To obtain timely information the emphasis is placed on de-
velopment of a methodology that is applicable in a field environment
and is appropriate for small data sets.

It is commonly accepted that human performance during the learning
of various types of tasks can be described by a monotonic function, re-

.
[ S ALY TSP TS

-~ ferred to as the "learning curve". Limited studies [3] suggest that
this type of aodel is appropriate for groups of humans acting together,
- as well as individuals. Thus if performance increases as the unit or

crew repeats a task, it would seem obvious that learming is occurring.
Ian practice, however, thereis considerable 'noise" or random error ;
superimposed on the learning curve. Thus the approach taken is that of

5 a statistical analysis of the sweries of data points regarding perfor-
mance on the system. Pertinent assumptions are:

1. That the data available is (or can be made to be) a function
only of the experience of the humans using the system.

2. That the monotonic learning curve is appropriate aad perfor-
mance can be modeled across trials as

y, =1 - at=b + €., 1i=21, 2, ... N
vhere y, is the performancelmeasure, t. is the trial number,
a aud b are parameters that depend on the nature of the tasks
and e, is normally distributed random error with mean zero
and viariance og.
The y,'s are assumed to fall between zero and one. This en-
abled the researchers to draw inferences based on the mag-
nitudes of the parameters.

METBODOLOGY

If a crew is fully trained a plot of performance against trials
would be a horizontal line, i.e., {t would have a slope of zero. Sta-
tistical tests were developed to determine if a data set came from a
system whaere the slope was non-zero.

#This research was sponsored by the U.S. Army OTEA, under Con-
tract Nusber D AAG39-78-C~0047.
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NON-LINEAR ANALYSIS

Since the performance curve function is non-linear in the para-
meters a and b, directly estimating these parameters by, say, least
squares, and using these estimates in the first derivative of the
function was somewhat complicated. In addition, the statistical pro-
parties of non-linear estimators are not well developed. However,
under certain conditioms, as discussed by Beale {2,6], it is appro-
priate to use linear statistical theory results as approximations
when analyzing non-linear estimators. An investigation into the per-
formance functiou, y = 1 - at™P + ¢ indicated that those coniitions
were met for certain sets of values of a2, b, N and o2, Thus, <= pro-
cedure to test for learming is: €

1. Estimaie the parameters in the performance functionm and the
variance of the process using non-lipear least squares esti-
mation.

2. Estimate Beale's measure of non-linearity. If it is not too
large proceed to 3. If it is too large, stop.

3. Determine confidence limits for each parameter.
4. Determine confidence limits for the slope at any particular point.

5. 1f the confidence region does ret include zero, it carn be
concluded that learning is taking place.

A computer program to carry out the antire con-linear analysis
was developed. Since this procedura is teoo complicated to be field
expedient alternstive approximations were pursued.

APPROXIMATE METHODS

Several tethods for estimating the "average' rate of learning
across trials were cousiderad. These were examined by finding the
variance of each as a functiou of sample size, znd the process va-
riance, ag. Since an estimator with small variance would be better,
the two estimators with the smallest variances were considered {urther.
The best methods of estimation of “average rate of learning' were:

The Average Consecutiva Difference (ACD) Method - the average of
the differences betwezen consecultive obsarvatior is considered. Let

. N-1 & vnvy
ACD Y=] n-1 N-1
where Xi ® ¥ie1 < Tuo
The variauce of dALZ is i ) )
- v} 2 £ e (3
‘(dACD‘ = hccl(u 1)
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The Linear Least Square Regression (LLSR) Method - a straight
line is fit through the observations so as to. minimize thz sum of the
squares of the distaunces from the observations to the fitted line.
Details of such procedures are available in most statistical texts
(see for example [5]). The slope of this fitted line can be used as
an estimate of the rate of learning across trials giving

N
oz —-
R ) i=] (ti—t) Y4
dLLSR N 5
z (e -t
i=1 i )

The variance of this estimate is

2
- 2,8 -2, 120
V(dLLSR) 08/(§=l(ti~t) ) = - 26
1 N(NC + 1)

Since V(dLLSR) < V(dACD) for all values of N(g~2) it may seem

that the ACD method should be disregarded. However, if the expect-
ed value of each of these estimators is examined, it is found that

~ ~

E(GACD) > E(dLLSR) for all values of a and b, with the magnitude of

the difference being a function of a, b and N. Thus the method which

results in the largast value of d/oé is dependent on the true para-
meter values and the sample size. These, two methods wvere investi-
gated further in a simulation-study «hich will be discussed later.

VARIANCE ESTIMATION

Since the variance of the slcope estimators is a function of the
process variance, it is necessary to estimate this quantiiy. If no
learning is occurring an unbiased estimate of 02 is

£

L E A e, et e

2 N -2
However, this estimate will be inflated if there i{s learning occure-
ing. Two other estizators that are less biased ave

T

\ SN

1
(SENZ = (1) T (x.-X)2/2 N(x-2)
i=] 1

and (SER)2 - (N2+1) (¥+2) MSE/ (x3 -2 4 w1
- 1_1 -
wvhere X = §u1 ;iak-l

and MSE is the residual mean square afcer fitting a simple linear
regression line to the data.
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Examination of the expected values of (SEX)2 and (SER)2 reveals
that if there is no learning taking place these two statistics are
unbiased estimators of Gg- The magnitude of the bias was investiga-
ted for all three variance estlmatorb for various values of a, b and
N. Based on bias alone (SEX)Z was judged somewhat better than (SER)z
and both were considerably better than (OBS) However, this does not con-
sider the variability of these estimators. A small 51mulat10n sLudy
was carried out to estimate the percent of times (SEX)“ and (GE R)“
would provide an estimate of c~ of given precision. This sinulation study
suggested that if the process varlablllty was large (say o. > .06) §nd the
initial level of performance was high (say a < 0, 5), then the (SER}~

estimator would be preferred over the (SEX)2 estimator of og.

SIMULATION STUDY

A simulation study was conducted to evaluate the methods discuss-—
ed above. The simulator generated values of y, = 1 -at -b 4 €
=1, 2, ...N where a, b and N were specified”and e. w%s a random va-
riable from a normal distribution with mean of zerd And variance
of og. These data points wera used in each of several methods sug-—
gested by the previous analysis (described in detail below) and a de-—
cision macde, at a chosen level of type I errer, @, to accept or re—
ject a null hypothesis that no learning was occurring. This was re-
peated 1000 times for each set of parameters and the percent of times
that the null hypothesis was rejected by each method was recorded.
The sets of parameter values used were ail combinatious of
=6, 15; o, = 0.03, 0. 05, 0.07, 0.09; & = 0.1, 0.3, 0.5; and
b =0, 0. 4 0.8, 1.2.
The methods considered were:

1. If
to = dACD/ /V(dACD) , t% a, N-2, Reject Ho

where (SEX)2 is used to estimate ag.

2. Same as 1, except (S"R)2 is used to estimate og.

3. Same as l except a hauristic rule hased on the magnitude
of (SEX)2 aad 2 was used to choose the estimator of cg.

4. Same as 1, except

€ = dpisrs/ Ve

5. Same as 2, except

R R T AR T Y

*These refer to the (l-a) percentile of the student - t
distributior with stated degrees of freedom.
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6. Same as 3, except

to = uuse// V9ese’

7. The non-linear method.

The results of this study*®* indicated that method 4 in the above
list was best. That is, the estimate of the average rate of learn~
ing should be the slope of the least squares regression line, but

rather than use the regression residuzl mean square as an estimate of

variance we should use the variance estimate based on the differenced
series. Tables 1 and 2 compare the best approximate procedure and
the non linear procedure. These tables can be interpreted as follows,
e.g. for N =6, 0. = .03, 2 = 0.3 and b = 0.8, the method described
in 4 will detect learning 98.37%Z of the time while the non~linear me-
thod will detect it 39.9% of the time.

A NUMERICAL EXAMPLE

The procedure identified as most powerful was applied to data
that was obtained on a study of performance usiung a viscous danmped
tripod. The experimental results are given in ‘the second column of
"'able 3. These values are scaled to increasing values between zero
and one (see column 3) to be consistent with the coding assumed in
the study, however this is not necessary in practice as the procedure
developed is invariant to linear transformatiouns.

Following Method (4) yields the following:
HO:
H

slope < 0
1} slope > 0

Compute:

If ty < t.OS,A do not reject HO

If ¢t >

0 t.05,4 reject H

0

g
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Compute an estimate of og using (SEX) 2

N -2
N-1) T (x.-x)

N

i=1

28 (W~ 2)

Q>
(WIS ]
i

52 . 5(.033449)
€ 2(8) (4)

Compute an estimate of the slope using the LLSR method:

= ,0034843

6 —
E (eg-t)y,
i=

[y

&LLSR -

6
-T2
E (ti t)

4 1.458

q1sr =175
aLLSR N

Compute the test statistic, tO:

i

.0833

&L -0

_ LSR

to—- e
N(N2+1)

T S ——
|[12(.oo3484

6(36+1)
ty = 6.07

Sipce t, > t we reject HO and conclude learning is occurr-

ing during tgese gstéials.
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TABLE 1

Comparison of the Percent of Significant Tests for Learning

Using the Nonlinear Procedure,tNL, and the LLSR Procedure, tR

The results are based on 1000 simulation runs for each combi-
nation of a, b, N, and GE. Tests were conducted at o = .05 level.

N==¢6 g = .03
€

b=0 b=.4 b=.8 b=1.2
s tNL=.080 tNL=1.OOO tNL= .895 tNLz .623

tR =,067 tR = ,998 tR =1.000 tR =1.,000
3 tNL=.071 tNL= .938 tNL= .399 tNL= .200

tR =,059 tR = ,913 tR = ,983 tR = ,982
-1 tNL='OS3 tNL= .079 tNL= .025 tNL= .025

= .056 = .318 = 415 = 497
R R & R

TABLE 2

Comparison of the Percent of Significant Tests for Learning Using the
Nonlinear Procedure, tN , and the LLSR Procedure, . The results
are based on 1000 simulation runs for each combination of a, b,

N and OE' Tests were conducted at the a = .05 level.

N =26 0€ = (05

b=0 b=.4 b=.8 b=1.2
s tNL=.080 tNL=.940 tNL=.438 tNt='187
a=. tg =-086 tp =-958 ty =-997 tg =995
L £y, =+ 072 ty =439 by =+ 103 ty =036
a=. ty =080 tg =715 tg =912 tg =894
-1 ty =-015 ty,=-008 by =+ 005 ty =016
£y =086 tg =+257 by =328 ty =-381
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TABLE 3. EXAMPLE CALCULATIONS

Trial VvV = X T2 T

Number  Result 10N ;07 (5-tlyy
1 4.2124 4260  .1328  .003564  -1.0650
2 3.4920  .5588  .0778  .000022 - .8382
3 3.0702  .6366  .1582  .007242 - .3183
4 2.2126  .7948  .0740  .00001 .3974
5 1.8113  .8688 -.0773  .022620  1.30332
6 2.2306  .7915 1.9789

CONCLUSION

A computationally simple statistical procedure was developed to

48

test for learming. Simulation results provided evidence that the pro-

posed procedure was preferred to several alternatives considered with
respect to ability to detect learning, and that it was proficient at

detecting learning in many cases, even with small sample sizes.

*For complete results the reader should consult [10].
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Dr. Leslie G. Callahan, Jr.

School of Industrial and Systems Engineering
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Problem Stateﬁent

— v

The purpose of this study was to investigate the learning of opera=

p tors who optically track targets using a viscous damped traversiag unit
and to find which measures of performance most accurately describes learn=-
3 -
ing.

Equipment and Experimental Procedures ‘

The equipment that was usad in this experiment was an apparatus

1 developaed by the U. S. Arwmy luzan Engineering Luaboratory (HEL) at
_L Aberdeen Proving Ground, Maryland. This piece of equipment consistad

nf a movie camera, lens, rifle scope and tripod. These parts were
mounted together as one unit, thus enabling expevimenters to make a
photographic record to be used in analyzing an operator's ability to

track.

The rifie scope was wounted to the top of the movie cagera by w2ans
of a slide bracket. The scope had a sight extension awed a collajaable
rubher cuff on the rear to enable the cperator to get = good sight picture.
The scope had a cross hair for the operator to track the moving target.

The movie camera was 2 léom Ulilliken camera equipped with a six-
inch lens and filmed the moving target at four frames per second. The
tripod with its traversing unit weighed approximately 12 pounds. 1f was
designed to be used with loads im the rvange of 5 to 32 pounds. Such
leads typically nmay be lightweight oissile lauvachers o7 s variery of
optical devices. Ths eye height relative to ground level may be 22 to
26 inches, depending upon the device ailized (o the 1*19 d. In this
experiment eye height was adjusted to the individual's position.

e

i The target used was 2 one meter diazeter black circle mounted on a
§ five foot by eight foot white target biard. The exact ceater of the black
ad on an

automobile which followed a circular path at a range of 200 metexs {rven

the tracking station., The rifle s.ope wss set at five power which pre-

sented a visual angle of 85.95 minutes of are fo  the bklack civale. T

target soved at 2 Cﬂﬂﬁtd?f speed of fiva niies yer hour or il =iiliradians
- %

i per scoond.  The experizgnt was conduc in az open aver and duving :
3 daylight. 5
& Pour naive subjects tracked the target for %G trials where each rrial 3
3 consisted of 2 sinivum of 32 secends of camitaucus traciing. The specator ﬁ
B rested between trisls so as not lo iateriscg {ztijue into the experiment. ?

E ! cirele was marked with a vhize cresa. The tarzet heard was mounts
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The 60 trials- per subject were filmed in the following nanner.
The first 10 trials of each subjeci were filmed. Between trials 11
and 20, every other trial was filmed. ¥rom 21 through 40, every fifth
trial was filmed and the 50th and 60th trials were filmed to complete
the data collection.

o __

Data Aralysis and Results

e N R S ¥
g [
iyt

The data from the mcvie film were analyzed on a frame by frame basis
using a special projector system that allowed measurement of the hori-
zontal and vertical tracking errors and recorded them on punched tape. -
Since the task was primarily a horizontal tracking task with little ¥
target deviation in the vertical direction, only errors in the hori- !
zontal direction are discussed in this paper. Computer statistical
programs and plotting procedures allowed'various error measures to be
calculated. An average was calculated across all four subjects to give
a single measure to be plotted vs. successive trial number in order to
examine learning. The following measures were used:

1. Reversals — A reversal occurs when the tracker changes from

an increasing error status to a decreasing error status or
BN vice versa. The learning curve for reversals (i.e. a plot
of the number of reversals per trial vs. trial number) is
shown in Figure 1.

2. Crossaovers - This represents the number of times the tracker
changes from leading to laggiag behind the center of the
target or vice versa. The learning curve for crossovers is
shown in Figure 2.

3. Mean ervor - This is the average tracking error for the trial.
The learning curve is shown in Figuro 3.

4. Range of error - This is the maximmm range of errors from the
target center measnred in a trial. The laarning curve is
shown in Figure 4.

5. Standard deviation of error - This is the standard deviation
of tracking errnrs measured in a trial. The learning curve
is shown in Figure 5.

& Although learning is evident in several measures the most apparent dis-
plays of learning are found in measures of tracking variability rather
than average tracking error. [he standard deviation of error was selected

]‘ for further analysis.

Learuning Curve Models

Using standard deviation of tracking error three learning curve
models with peramcter estimates and lack of fit ratios are shown in
Table .
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y = ae

Table 1

Learning Curve Models

Sum of Squares

of Residuals Parameter Values

171.2 a=4.01 b=0.15

178.6 a=2.57 b =0.49

176.3 a=3.33 b =0.01
Conclusions

v o e s Y, VRN
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Lack of
Fit Ratio

Based on plots of typical performance measures used inm tracking,
variation of error as measured by the rauge and standard deviation are
better measures of learning than average error, reversals, or crossovers.
A large portion of the learning appears to be occuring in the first ten

trials.

In fitting typical learning curves to the data of standard deviation
vs. trial nunber, the best of the models tested was y = at~d although
the difference between models was not large.
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A TRACKING PERFORMANCE STUDY OF LARCE
DIMENSIONED TARGETS THROUGH AN OPTICAL SIGHT

Capt. Michael L. Morgillo
br. Thomas L. Sadosky
1. Dr. Leslie G. Callahan, Jr.
- Dr. Russell G. Heikes
]‘ Dr. Harrisom M. Wadsworth

School of Industrial and Systems Engineering
Georgia Institute of Technology
Atlanta, Georgia 30332 -

]» Problem Definition
!

The purpose of the study was to determine the magnitude and distri-
bution of error when tracking the unmarked center of mass of a large

% * diameter circular target and eventually to compare these errors to those
§ found in the tracking of a circular target with a marked aim point at the
i ] center of mass.
.

Scope

A e T
)

The approach to the problem was a search of existing literature to
ascertain what work had been accomplished on the subject. Once this had
been done, a field experiment, using six subjects, was conducted. A
circular target was.used and target visuzl angles between 20 and 200 min-

* utes of arc were investigated.
) Equipment
4
The equipment used in this study was developed by the U. S. Army
1 Human Engineering Laboratory (HEL) at Aberdeen Proving Ground, Maryland.

It consisted of a variable power rxifle scope (2.5x to 8x) with an ex—
tended eye piece. It was affixed by way of a slide mount to a 16 mm.
Milligan movie camera. The camera was equipped with a gix inch lens and
was set to film at a rate of four frames per second.

i The camera was secuted to a limited production HEL general purpose
viscous-damped tripod. The experimental tripod with its traversing unit
weighed approximately 12 pounds. It was designed to be used with loads
in the range of five to 32 pounds. (A typical military load for this _
tripod may be a lightweight missile launcher.) The eye height relative -3
to grounc level was adjustable from 22 to 26 inches. In this experiment '
it was set at 22 inches. The traversing unit encompassed a twofold
damping system. In the elevation axis, the damping system had a vane
type rotor. TIon the azinuth axis, the system was drum type.

bt

Test Design i ;f

The test was designed to encompass visual angles ranging from 20 P
to 200 minutes of arc, to simulate a tank-size target from ranges of P 5
approximately 100 to 3000 neters.

-
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The test condition cousisted of a target propelled in the horizontal
plane at a constant velocity. Target sizes of one meter and one half
meter diameters were used. Two ranges were also used — 100 meters and
200 meters. By varying the power of the scope in conjunction with the
two target sizes and two ranges, the desired target visual angles could
be achieved (Table 1). The targets were flat black in color and were
mounted on a 5" x 8' white target board which was mounted to a vehicle
with mounting brackets and tie downs. 1In an attempt to keep the dis-
tance to the tracking station as constant as possible, the target was
moved along a relatively flat horizontal, arc shaped path.

After sixty preliminary runs, the subjects were considered trained.
Each subject was required to assume a sitting position at the tracking

station. A set of pre-printed instructions was read to each subject

before the initiation of the experiment. This was done to ensure that
all subjects were given identical instructions. Before each individual
trial, the subjects were told to lay the rifle cross-hairs on the marked
center of the target. A few seconds of film were shot, the mark was re-
moved, and the experimental run was begun. This stationary tracking
provided a zero reference point for data reduction and served to elimi-~
nate parallax exror between the scope and the camera. Additionally, it
later served as a medium for determination of experimental human error
in data reduction.

Activation of the camera was controlled not by the subject, bhut by
the experimentor who was stationed with the subject at the tracking sta-
tion. By this method, the subject was mot required to concern himself
with anything beyond the tracking task.

After initiation of target movement, the target maintained a con—
stant velocity for approximately 45 seconds. To ensure the consistency
of velocity time stakes were positioned along the route and the vehicle
driver maintained a stop watch count in order to pass the stakes at pre-~.
determined intsrvals. The velocity at 200 meters was five miies per
hour, and at 100 meters was 2-1/2 miles per hour. The first five seconds
of tracking were devoted to acceleration and initial displacement of the
camera, and were not analyzed. Once the tracking began, the subject
attempted to track what he perceived to be the center of mass of the tar-
get. The test design was blocked to avoid any possible response patterns
and balance any additional learming effects.

It should be noted that the experiment was performed outdoors at an
unprotected location. The tracker was therefore subjected to the same
environmental conditions, such as wind, which would be encountered during
the firing of a light weapons system. Experimentation was terminated,
however, when strong wind gusts or rain developed.

Conclusions

The conclusions, based on the experimental data, indicated that the
shape of the distribution of error did change slightly as a function of
target visual angle. 1In the horizontal plane, the tendency toward a
uniform distribution shifted when tarzet visual angle was increased to-
ward a more pealed unizZodal distribution. No bimodal distributions or
indications of tracking the target edges were found. Practically none
of the subject distributions exactly resembled the normal, it is con-
ceivable, however, that a near normal situation could occur if a con-
siderably increased nuaber of data points per run were collected.




62

It has been shown in the literature that the combination of tracking
distributions which are not in themselves normal, often yield a combined
resultant distribution which is normal. The frequency histograms derived
in this research were not combined by any statistical process, thereby
preserving the individual subjects error distributions. It was felt that
an examination of these distributions would give a more meaningful com-—
parison of tracking performance on large targets,

In evaluating these error distributions, the following results were
obtained. First, the standard deviation of error indicated a decreasing
trend from 21.38 to 137.52 minutes of arc; (Figure A) at this point a
large increase occurred. Here it should be noted that an actual change
in target distance took place. A direct comparison of the results from two
ranges should not be made. A linear regression analysis of the first nine
points showed a significant, but slight, negative siope.

The time series autocorrelation wmodel was the final attempt at
analysis. The results obtained from this model yielded a slight but
statistically significant decrease in standard deviation corrected for
autocorrelation as visual angie increased (Figure B). This behavior
was consistent with the tendancy for the error distribution to become
more peaked as the visual angle increased. This can be interpreted as
a tendency for the tracker to make fewer corrective motiomns as target
size increases.

In the vertical plane, the expected results were achieved. Since
the course was fairly flat, little correction was made in this plane.
Throughout all the frequency histograms, a large concentration of points
remained around the perceived target center. This remained constant
among the range of visual angles and was verified by the lack of signi-
ficance, at 5 percent, of the regression lines fitted through the plots
for the standard deviation of error, standard deviation corrected for
autocorrelation, the range and autocorrelation coefficients.

It has been demoastrated that although the trend is statistically
significant, the decrease in standard deviation as a function of visual
angle is slight. 1In general, for practical purposes, it appears that
the subjects were able to track center of mass of the circular targst
with very nearly the same 'radial error' no matter what the apparent
tacget size. In a concurrent study, using the same conditions and sub-
jects, a trained subject tracked the same targets, but with a marked
center point with a standard deviation of error about the point of .2667
milliradians. In this study, the standard deviation of error about the
smallest target visual angle was .4195 milliradianms.

This indicates a substantial, 57 percent, increase in standard de-
viation of error when a marked aim point is not used. For practical
purposes this increase is approximately constant for target sizes ranging
from 20 to 200 winutes of arc. The same type of increases are preseat
using the sample range and the standard deviation adjusted for auto-
correlation. There was not a significant difference in mean tracking
errcr of targets with marked and unmarked aim points.
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200 ¥ 25x 21.48 1

]& 200 3 bx 34.38 2

]; 200 1 Z.SQ‘ 42.97 3

| 200 1 3x 51.57 4

3 200 1 4x 68.76 5
200 1 . 5x 85.95 6
200 1 bx 103.14 7
200 _ 1 x 120.33 8
200 1 8x 137.52 9
100 1 4.5x 154.71 10
100 1 5% 171.90 11
100 1 ox 206.28 12

Velocity was 5 wmpi. or 1) milliradians per second at

2.5 wph. at 100 weters.

Visual Angle _  (53.7)(60)L
min. of arc D

-

200 meters and
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A STUDY OF TRACKING SPYEED AND TARGET SIZE

Dr. Thomas L. Sadosky
Capt. Geoffrey A. Robinson |
Capt. Michael L. Morgillo

Problem Statement

It has been well established that tracking speed will have an influence
on tracking error, The purpose of this study was to establish the interac-
tion effects of target speed and target size., If this interaction can be - g
shown to be small, the general results found in other target size studies can '
be extended over a range of tracking speeds.

Equipment and Experimental Procedure

The equipment that was used in this experiment was an apparatus daveloped
by the U.S. Army Human Engineering Laboratory (HEL) at Aberdeen Prcving Ground,
Maryland. This piece of equipment consisted of a movie camera, lens, rifle
scope and tripod. These parts were mounted together as one unit, thus enabling
experimenters to make a photographic record to be nsed in analyzing an operator's
ability to track. ({For a detailed description of thz equipment see appendix C.)

Two trained subjects tracked three different target sizes at four differ-
ent speeds. The Range was held constant at 200 meters. The targets were solid
black circles on a white background and subtended 7?2, 86 and 138 minutes of arc.
The tracking speeds were 2.5, 5, 7.5, and 10 miles per hour. The experiment
was a full factorial with 2 replicationms.

Data Analysis and Results

The data from the movie film were analyzed on a frame by frame basis
using a special projector system that allowed measurement of the horizontal
and vertical rracking errors and recorded them on punched tape. Since the
task waz primarily a horizontal tracking task with little target deviation
in the vertical direction, only errors in the horizontal direction were ana-
lyzed. The standard deviation of tracking evror for each of the 48 trials
was calculated and an analysis of variance performed on this measure of track-
ing error. The ANOVA table is given in Table 1.

Tha results show no significant interaction effects at the .05 level of
significance. As expected tracking speed was significant. Target size was
not a significant factor which confirms the results of the previous studies
on target size. Subject effects were not significant in this study.

The lack of a significant interaction between target size and tracking
speed confirms that the general results found in the previous target size
studies conducted at only one speed may be generalized over a broader speed
range.
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SQURCE DF MS F SIG 8 .05
SUBJECT (A) 1 -877 1.87
TARGET SIZE (B) 2 .54%8 1.17
SPEED (C) 3 1.253 2.b? *
A x B 2 .523 1.11
Ax C 3 .22¢2 X
B x ¢ b .387 .82
Ax B x C b . C%Y -S2
_ ERROR 24 -468
% TOTAL %7?
%
;|
%
Table 1
ANOVA Table for the Tracking Speed Study
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A STUDY OF AIM POINT UNCERTAINTY FOR
l DIFFERENT TARGET SIZES AND SHAPES®

Dr. Thomas L. Sadosky
Mr, Jeff Grant
Mr. Bill Cole

Problem Statement

The purpose of this study was to determine the ability of subjects to -
locate unmarked aim points on objects of different size and shapes.

Experimental Procedure

Four different targets were used in this study: a line, a rectangle, a
circle and a silhouette tank. These targets are shown in Figure 1. As shown
in the figure, each target was presented in four nominal sizes, a 1, 2, 3, and
4 inch size. This nominal size corresponded to the line length or longest
side length for the line, rectangle, and tank. The nowminal size corresponds
to the diameter for the circle.

! The target pages (see Figure 1) were presented to four groups of subjects
with four subjects per group. The subjects were instructed to mark the
"center" of the target; ir the case of the tank a figure showing the desired i
aim point was shown to the subjects prior to the experiment, but was not
available to them during the experiment. Each subject group worked with the
targets in a different order, and proceedad through the size ranges in a dif-
ferent order. Two replications of the experiment were conducted generating H
a total of 512 data points.

O

Data Analysis and Results

An overlay was used to measure the deviation in inches from the true aim
point for all targets. The mean errors for all groups are shown in Table 1.
An analysis of learning transfer according to the crder in which the subjects
marked each type of target showed transfer was negligible.

Table 1 shows that absolute error increased from the line to rectangle
to circle to tank. It also shows that working with the tank was a consider-
able more difficult task - the errors are about twice the magnitude of those \
on other targets. It is also found that the absolute errer increases accord- i
ing to the size o1 each target (with the exception of a small deviation
between 1 ineh and two inches for the circle). The error in terms of percent
of nominal size remains fairly constant within one target type.

Conclusions 3

Two main conclusions are derived from this experaiuent.

s e i o At 00

*This study was conducted as a class project in ISyE 6221, Manual
Control, at Georgia Tech.
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Aim point uncertainty, as measured by absolute location errors on
fixed targets, increases with target size. In terms of percent of
nominal sizc the errors remain fairly constant for a given target

type.

Different target types present Jifferent difficulty in locating aim
points, Irreguiar shaped objects where the aim point has no spe-
cific references or obvious geometric symmetry to aid in its loca-
tion present the most difficult case.

B s
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Figure 1

Target Pages (Reduced) for Each of Four Targets

(The aim point reference is shown or upper vight of carget page for tanks.
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NOMINAL
SIZE (in.)

1
2
3
4

AVERAGE

ABSOLUTE ERROR

73

LINE

RECTANGLE

CIRCLE

TANK

.0153* (1.53)+

.0325 (1.63)
.0333 (1.11)

.0425 (1.06)

.0252 (2.51)
.0316 (1.58)
.0500 (1.67)

.0616 (1.54)

.0267 (2.67)
<0241 (1.20)
.0622 (2.07)

.0772 (1.93)

.0400 (4.00)
.0672 (3.36)
.0975 (3.25)

.1809 (4.52)

.0309

.0421

L0475

.0964

*mean absolute error in inches

error as a percent of tha nominal size

Table 1

Absolute and Percentage Errors for Tour Targets
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I. Introduction

i

I

l Operational tests on new weapon systems are conducted by Army units

l of the type that will eventually use the equipment. The purpose of this
testing is to obtain results which are as realistic as possible, even

] though the systems themselves are still developmental. These test results
are normally compared to results of similar tests with units using cur-

] rently issued standard equipment. Since the comparison is made using two

- differently equipped troop units, an evaluation of the state of training

of these two units must be made to ascertain that both units are at the

same fully trained level. 1If this evaluation is not made, comparison of

the two alternative systems may reflect training differences rather than

boeend

improved system performance. The purpose of this manual is to assist the
- field commander to quantitatively evaluate the training 1z el of his unit.
The rerformance curve describing the progress of learning is am asymp-
totic curve, often called a learning curve. Learning, described by such
a curve, increases the unit performance at a decreasing rate. Performance
level approaches a level, beyond which it probably will not go. This is
the asymptote of the curve. When the crew or uait approaches this value
the rate of learning approsches zero and we say the unit is fully learned
and may conduct the tests. Such a performsace curve is illustrated in
Figure 1.
A complementary curve, called a learning curve is one in whirn the
time to perform an activity i{s plotted against successive trafl;. Such a

-

curve is illustrated in Figure 2. As Figure 2 iundicates, this learaing

curve also approaches an asymptote. The asymptote may be -.eto or smme

ainizwn tice.
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Figure 1. The Perforwance Curve
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Figure 2. The Learning Curve

The theory of learniang has teen develeped for individuals but little
has been done to extend this theory to group learning. Based on liwmited
research evidence, this manual provides a means for the unit commander to

-

extend well known individual learning concepts te group learning.
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A equation describing the perfcrmance curve relationship Iliustrated

> -b » s
ia Figure 1 is Y = ¢ ~at ', vhere Y is a measure of unit perforuancwe
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which increases as the unit becomes more skilled. Such a measure might

be number of hits per trial. The parameter a in the learning curve model

is determined by the cycle time at the beginning of the conditional learning
phase. b is a parameter which is dependent on the rate of learning. ¢ is
the limit that is approached when complete learning has occurred. t is the
time variable which may be either normal time or the trial number. This
expression apprcaches an asymptote of ¢, which would represent a fully
learned condition.

The corresponding equation describing the curve in Figure 2 is
Y = at-b+c, where Y now describes the performance in terms of a measure
which decreasas as the unit becomes more skilled. Such a performance
measure might be time to acquire a target for example. The vemaining
gymbols are the same as those for the perfermance curve of Figure 1.

While many other mathematical expressions describing learning may
be found in the literature, current research indicates these two coaple-
mentary models satisfactorily explain the type of learniug involved in
the training of army units. Therefore, no other models will be presented
in this manual. The procedure which will be described is based on these
models.

Learning can be divided into two phases, thresheld learning and con-
ditional learning. The first is that learning which cccurs prior to the
time an operation can be performed from asmory. Conditional learning s
learning which occurs after the unit can perforn fro- memory, or without
relying on a trial and error procedure. This manual deals with the second,

ur cenditional learning phase.

Threshold learning is that learning that {s accomplished through

training films, lectures, demoustrations, etc. These fanvolwe the basic
’

st s, e Lh e e

PAVES

%
E
=

&
3

¥
h




79

introduction to the hardware. The amount of such training needed depends

on the complexity of the system. In general it involves individual

gy

learning rather than team or group learning. That is, it is the period

during which each individual on the team learns his own part in the

AR T o

operation of the equipment. 7This is the reasonm it is not considered in

this handbook.

Ii. 7Test Design Procedures

When learring is or may be a factor in the evaluation of operational

R A R R T S ot AP TREYYE [ "é. b 4

test results, this should be taken into considevation when the test is

P R T SR

designed. The tests must be designed in such a way that one or more

YR

appropriate performance measures are reccrded in a time sequence. Time

e R e
e §

may be recorded as trial number or as clock time. Theovetically, if trial
number is used, the models presented in the first section are not correct
jn that they are continuous models and trial number is a discrete variable.

However, if we consider the increase in skill svidenced by the performance

SIS i A oy A A 0 AT

on successive trials as the increase in skill during the time intevval

zodel considers only the comditiewal learning phase, so 2 unit sust be at

l
: between trials, the model will b2 approximately correct. 1
: E Tests should be designed in such a way thersfore, that learning, if %
f 4
present, way be detected Ly the procedure discusse? in this manusl. Test 3
- trials should be cleose vnough together in time that a loss of skill due 3
]
3
! to forgetting key peints learned in training does wot occur. I 3 unit S
has not recently used a weapon system, ft should be reirained or retestod 3
t
I on that ¢guipment before the operational test may start. SRecall that thig 1

that stage before evaluation mry begin.

One thing that leads to the rezissicn of skills by an army unit is

s
%

persennel turnever. The arzy has heen notoricua in the rate of tumover

i
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occuring in its uwaits. Thus if trials are s.gparated by a lengthy time

pariod the unit personnel should be checked to se~ 10 turnover has uvccured,

3
i
o

{f the unit has substantially different personnel during different trinls
the procedures discussed in this manual may be inappropriate. The unit
training may need to be restarted whenever such turnover occurs.

The procedure may also b2 inappronriate if equipment changes between
trials affect the unit performance. The procedure assumes that all personnel

and equipment are the same, or at least any changes do not affect the per-

formance, for each trial.

Often the performance will be measured against trial number., In
some cases this may not be appropriate. Examples of such cases are those
for which the trial length may differ among the trials. TFor example a
crew may train for one hour in the wmorning and three hours in the after-
noon or the next day. 1In this case training time may be more appropriate.
It would alsu be more appropriate If training is conducted continuousliy.

Forgatting may create problems io sowme situations. This will be
particularly important when there is a long :ime between trials, fov
example six months to a year. This forgetting may be cavsed by personnel
or equipment turnover as previously discussed ov, in the case of &

£ zRkills by the unit peox-

[+

relatively long time between trials, the loss
sonnel. If this occurs the nit should be ceasidered 2 new, untrained
unit and the evaluation procedure stavred over.

If the persommel and eguipment ate the same and forgetiing belween
trials is still present, performance nmay again be seasured against time
rather than trial numter. This would aliow the analyst to take thiz far-
getting phenomonom into account in his evalus:ion.

Exazples of the use of rthe algerithe for all of these situativn. =ay

be foumd i the last sertiszn of this mancal. The next secticn contains
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a step-by-step discussion of the procedure.

IIT. Testing for Learning

This section presents an overview of the approach used to investigate
whether a change in performance is cccurring during testing, follcwed by
a detailed description of the computations and procedures requirec to

quantitatively assess the data. A discussion of appropriate interpretations

of the resilts of the quantitative procecdure is also given.

A. General Approach to Quantitative Analysis

As discussed in earlier sections it is reasonable to assume that
the model of the relatio. s oetween performance aud the amount of
experience (measured by trials or time) of thte unit is

Y, =¢c ~ at.—b
i i

, . . th .
where Yi is the performance of the unit at the i~ trial.
a, b and ¢ are parameters which depend on the nature of the task being
performed. And t; is time since the start of the learning or the number
of trials since the start of learning.

A complementary expression is

Y, = at.—b+c
i i

where Yi is the time to complete the task at time or trial ti.
If the values of 1 and b were known, the rate of learning at any time,
say tk’ could be found ty computing the difference between Yk and Yk-l and
)

dividing by (tk - . If this value were sufficiently small we could

k-1
concludr hat little learning was occurring. However, the values of a

and b are not known for any potential situation and thus wmust be estimated.

These estimates are based on the pairs of values (Yi’ ti) observed in the
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testing.

Since learning is assumed to be non-linear across time, the rela-
tiouship between the stated ratio and the parameter b is not monotonic.

That is, for a particular value of t, the ratio does not monotonically

k

increase as b increases. When concern is with the rate of learniag at

a particular time, say t the ratio is an appropriate measure. When

k’
concern is with the rate of learning over several trails this ratio
must be examined for all trails; no one single value of this ratio can
be corsidered. Note that since Y -Y = a(t -b—t hb), ihe ratio
k k-1 k k-1
Y -Y
k k-1

may be written as

b1

This indicates that if either a is small or b large, very little learning

has occurred in the time interval t to t Furthermore, there is no

k-1 k’

effect of c, the asymptote on the rate of change of learning.

An additional problem is that there is vandom variation in the out-
comes of the tests. That is, even 1f all couditions, including the training
level of the unit, were held as comstant as possible, and the test repeated
several times, the test results would not remain constant, but would vary

randomly within some interval. Thus the result of the test at time t, may

) k

K as computed from the above model, even if the true values

of a, b and ¢ wera available. The greater this variability the more dif-

not be exactly Y

ficult it is to correctly identify the presence of significant learning.

Because of the above problems, the steps necessary to quantitatively
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detect the presence of significant changes in performance are

R

The computations required are sasily carried out in conjunction with

Estimate the rate of learning across trials
Estimate the variability of the observations
Establish a criterion so that the above estimate

can be used to made a decision concerning learning.

Computational Procedures

the worksheet shown in Figure 3. The following steps are necessary.

1.

7.

Record the values of the amount of experience at which
the tests were conducted in column 1. This may be either
the number of trials (that is, 1, 2, 3, etc.) or the number
of hours or days of training.

Record the test result associated with each ti in the
corresponding row of column 4.

Add the entries in column 1, and divide this sum by

the .mmber of observations in the column, N.

Compute an entry for each row in column 2 by sub-
tracting the result found in step 3 from each entry

in column 1.

Compute entries for each vow in column 3 by multi-
plying the corrasponding entry in column 2 by itself,
Compute the entries in column 5 by subtracting the

value in each row of Column 4 from the value in the

next row of column 4. Note that there will be no

entry in the last vow ol columa 5.
Add the entries in column 5 and divide by the number

of entries, (N-1).

83




FIGURE 3

COMPUTATIONAL WORKSHEET
FOR TESTING FOR LEARNING

L @ (3 (&) () (6) (7) (8)
. = -2 - o o2 -
i 3 t—it (ti—t) f& i Xi—X (Xi-x) _(ti—t)Yi
1
2
3
4
bl |
h T f d e

t = (Sum of entries in Column 1) divided by N = h/N

x = (Sum of entries in Column 5) divided by (N-1)

Compute
2 ()
A=
B = _(.N:_l..)_—_.(d___
2N (N-2)
c -/ 12 B
VI(NF+L)
A “
D= /C

Plot D on Figure 4
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10.

11.

Compute the entries in column 6 by subtracting the
quantity found in Step 7 from each entry in column 5.
Multiply each entry in column 6 by itself to get the
corresponding entry in column 7.

For each row, multiply the value in column 2 by the
entry in column 4, and record the result in the cor-
responding row of column 8.

Add the entries in columns 3, 7 and 8.

The above steps complete the table. The values in the table are used

to compute the following.

12,

13.

15.

16.

Divide the sum of the 2ntries in column 8 by the sum

of the entries in column 3. Call this result A.

Multiply the sum of the entries in column 7 by (N-1) and
divide this result by the following product, 2 x N x (N-2).
Call this result B.

Multiply the result in step 13 by 12 (not the result of
Step 12) and divide by the following product N x (N2 + 1),
Take the square root of the quantity found in Step l4.

Call this result C.

Divide the result found in Step 12 by the resuit foind

in Step 15. Call this result D.

The result found in Step 16 ls the ratio of the estimate of the

average rate of learning across trials to the variability of this esti-

mate.

By comparing this number to certain critical values a decision is

made concerning learniné. The critical values are based on statistical

analyses and are dependent on two parameters. The first of these is the

number of observations in the data. The more observations there are, the
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less likely it is that large values of the ratio computed will be observed
when no learning is occurring. The second parameter is the level of pro-
teccion we desire against deciding that learning is occurring when it is
aot. Allowing this risk to increase will cause us to conclude that
learning is occurring for smaller values of the computed ratio. Appro-
priate values for this risk in most settings are in the range of 17 to
10%. The critical values are presented in Figure 4 and 5 for a risk of
5%4. This figure is developed from tables of the Student t distribution.
Figure 4 is to be used when testing for learning, Figure 5 when testing
for increases in performance. If risk probabilities other thaun 5%

are desired, the uv=er should consult appropriate tables of the Student

t distribution, available in most introductory Statistical tests. Such

a table is included as Figure 6. This table is excerpted from Funda-

mental Concepts ir the Design of Experiments, by Charles R. Hicks.

If we are testing for learning the value of D should be less than the
negative of the corresponding critical value in Figure 6 to conclude
that learning is present. If we are testing for performance the value
of D should exceed the value in Figure 6 to conclude that learning is

present.

C. Interpretation of Results

There are two risks involved in arriving at decisions concerning
the learning of the units. It might be concluded that the learning rate
is significant when it is not. The probability of this occurring is
the risk level associated with the critical valve. Call this risk a.

On the other hand, if the computed ratio is close to zero, there is no
evidence that learning is occurring. There is a risk that this con-

clusion is wrong. In fact, when this occurrs the usual interpretation
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FIGURE 6. CRITICAL VALUES FOR TESTING
RISK LEVEL
N 17% 3% 107% 20%
1 31.82 6.31 3.08 1.38
2 6.96 2.92 1.89 1.06
3 4.54 2.35 1.64 .98
4 3.75 2.13 1.53 .94
5 3.36 2.01 1.48 .92
6 3.14 1.94 1.44 .91
7 3.00 1.90 1.42 .90
8 . 2.90 1.86 1.40 .89
9 2.82 1.83 1.38 .88
10 2.76 1.81 1.37 .88
11 2.12 1.80 1.36 .88
12 2.68 1.78 1.36 .87
13 2.65 1.77 1.35 .87
14 2.62 1.76 1.34 .87
15 2.60 1.75 1.34 .87
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is that there is insufficient eviderce to conclude that learning is

occurring, but not that there is avidence that learning is not occurring.

While this distinction is subt’e, it is important. The risk associated

G S

with this conclusion, call ic B, is related to two factors —- the number
of observations and the risk level associated with concluding that learning

is occurring, a. As the number of observations increases the B risk will

decrease if o is held coustant. As a is increased the 8 risk will decrease

if the number of cbservations is held constant.

It is seen, therefore, that if the decision maker is to have confidence

in his c¢onclusion that learning is occurring, he would like to do it with

PRSI IOPLY SRR

as small au &« risk as possible. 0Oa the other hand, if his conclusion is
that learning is not significant, he is unsure as to exactly the risk he
is taking, but is more confident of his result if the number of observatious

has been large or the o risk used was large.

The conclusion reached concerns the average rate of lcarning ovevr all

obsexvations. It is not a measure of whether the unit is fully trainea

after the last trial, but rather is a ceasure of whether the individuals
performed at the same level across all trials, which would be indicative

of its being fully trained.

IV. Exaaples

The first example is presented in some detail to illustrate the
computations required. Additional examples are then presented which
illustrate the alternative model form and various interpretatious of

the resulis. -

A. Basic Tracking Model

This example 1s based on actual experimental tesuiis a1 te.ciuy a :
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viscous damped tripod., The performance measure was the standard deviation
of the error (in the horizonal plane) from a marked aim point while
tracking a moving target at constant velocity. The subject was familiar
with tracking moving objects but had not previously operated this partic-
ular tripod.
The experiment was conducted by having the subject track the target
ds it was moved over a fixed course. This could be repeated as often as
desired. Measurements on the actual aim point at various points along the
course were made. The standard deviation of the distances from the marked aim
point to the actual aim point was computed. Thus, there was only one per-
formance measure for each time the target was run over the course. Siice
each of these runs should provide the same amount of experience to the
subject, and since the length of time between repetitions was small it
is appropriate to use the trial number as the measure of experience ti.
Data were collected for the first six trials of a subject. These
data are used to illustrate the procedurc described in the previous
sectior, following the steps suggested {See Figurve 6).

Steps 1 and 2. The values of t, and Yi are entered in the

i
table in columns 1 and 4. Note that the Yi's are decreasing
as experience s gained.

Steps 3 and 4. The sum of the entries in columan 1, the ti's.
is 21. The average of these, 21/6 = 3.3, is substracted
from each entry in column 1 to get the entry for columm 2.
For example, in the first row 1-3.5 = 2.5,

Step 5. Entries for column 3 are the entries in column 2
times themselves. For example, (-2.5) times (-2.5) = 6.25.

Step 6. The first entry in column 3 is found by subtracting

the first entry in column 4 from the second entry in

i
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column 4. That is (3.49 - 4,21) = .72. The second
entry in column 5 is (3.07 - 3.49) = -.42. The continues
to row 5 where (2.23 - 1.81) = .42,

Steps 7, 8 and 9. We sum the entries in column 5 (being sure
to keap track of signs) to yet - 1.98 and divide by
N-1=6-1=15 to get -0.396. Subtract -0.396 from
-0.72 to get the first entry in column 6 of -0.324,
multiply this by itself to get 0.105. Repeat this
for each row to complete columns 6 and 7.

Step 10. Multiply the first entry in column 2 times the
first entry in column 4 ta get the first entry in
column 8, that is, (-2.5) X 4.21 = -10.25.

Step 11. Add column 8, being sure to keep tract of signs.

Divide the sum of column 8 by the sum of columma 3.

FIGURE 7

COMPUTATION TABLE FOR EXAMPLE IV.1

1) @ {3) &; () (8) (7N (8)
&y tiz (ci-E)2 ¥, X X,-X (xi-x)2 (ti—E)\'i
1 -2.5 6.25 4.21 =72 -0.326 0.105 ~10.525
2 -1.5 2,25 3.49  -.a2  -0.02¢ 0.001 - 5.24
3 -0.5 .23 3.07  -.86 -0.464 0.245 - 1.54
4 0.5 .25 2,21 -.40 -0.004 0.000 1.11
S 1.5 2.25 1.8l .42 0.816 0.665 i.715
6 2.5 6.25 -2.23 _ 5.58
21 18.50 -1.98 .986  -7.90
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Carrying out Steps 12-16 we find D = -5.76. Plotting the point,
D= -5.76, N = 6,0on Figure 4 the point is clearly in the "Learning is
Present" region. Thus we would conclude that the subject is not iully
learned during the cenduct of these six trials. Our risk of saying
this when it is not true is less thon 5%.

Note that this does not say chat the subject is not fully learned
after six trials, but it does indicate that it would be inappropriate
to use data frow all six of the trisls to estimate the performance of

fully learned subjects on this tripod.

B. Project Stalk Example

The data used in this example were extracted from one crew involved
in Project Stalk. This involved tank crews firing at targets under
different conditions of tank and five control. The performance measure
of interest is the time to achieve a target hit., In order to control
for the effects of the different tirgets and conditions the times were
aggregated across these factors. Thus, cach time the crev completed
the entire set of targets and conditions an observed value of the per-
formance measure was available, and since these could reasonably be

's were just the

assumed to afford the same amount of experience, the t,
number of trials from the start of testing.

The data for five trials are presented in Figure §{(a) and an
abbreviated coaputation table presented. The computed vatio of -1.93
would result in a decision that learning was not significant {f an a risk
of 5% were used. Wowewver, if an 23 risk of 10% were used this decisicn
would be reversed. The decision saker would probadbly not be comiortable
with the decision that learning was not significant, due to the s=all

numher of observatiens. Additicnally, if the raw data are examined it




FIGURE 8.

STALK DATA ALALYSIS

(a) First 5 responses, one crew

946

=2 -
1 t, Y1 )(l (xi-X) (t;i-t)vi
1 1 172 130 (99.5)2 -344
2 2 42 2 (-28.5)2 - 42
3 3 40 2 (-28.5)2 0
4 4 38 -12 (~42.4)% 18
5 5 50 100
13331.00 -248
-2 -248
It ~E)" = 10 A= /10 = 24.8
L4333, |
B l40 = 1777.5
C = 12.81
-24.8 )
(b) 2nd through S5th reaponses, one crew
- 2 =\
i tj, \’l )(:L (XI-X) (ti-t)\i
1 1 42 2 (-213)2 -63
2 2 40 2 (-2/3)2 -20
3 3 18 -12 +19
4 4 50 =9 13?2 s
a7.95 n
) Ae .22

« MA7,9%)
A & 16.9
Cel,?

T P
D 1.4 =128



seems obvious that the first trial is much different from the remaining (

: ]

I four trials. That is, almost all of the learning seems to have occurred {

|

during the first trial. The decision maker might decide to consider only :

l the second through the fifth trials. This value of the computed ratio

!

T 1.28 (see Figure 8(b)) would not be significant with an o risk as large as 14%.- |

i ;

ey M
i
1




